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Abstract

We axiomatize a model of preferences over menus of acts in which not only beliefs
but also state-dependent utilities depend on the individual’s choice of information.
Our most general model features both contemplation about the appropriate way to
evaluate alternatives as well as acquisition of information about the payoff relevant
state of the world, before a choice is made. We then focus on the special case where
the value of alternatives depends directly and exclusively on the state of the world
and on the choice of information about that state.
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1. Introduction

We study an individual who has preference over menus of acts, defined on some state
space S. We begin by axiomatizing a representation, according to which the value of
a menu x is given by

V pxq :“ max
µPM

«

ż

U

max
fPx

ÿ

sPS

psuspfpsqq dµpp, uq

ff

[�]

(∗) We thank the National Science Foundation for support under awards SES 1461469 and SES
1461502. This work began while Dillenberger and Krishna were visiting the Economics depart-
ments at NYU and Duke University, respectively. They are most grateful to these institutions
for their hospitality.

(†) University of Pennsylvania <ddill@sas.upenn.edu>
(‡) Florida State University <rvk3570@gmail.com>
(§) Duke University <p.sadowski@duke.edu>

1



The representation [�] features simultaneous information acquisition about the state
of the world s P S and contemplation about how to evaluate alternatives via a utility
u, that is randomly drawn from a set of possible state-dependent utilities U. The
interpretation is that the individual chooses a joint distribution over beliefs and utilities
from a specific feasible set, and for each realized pair chooses the act that maximizes
the corresponding expected utility. This is a constrained optimization problem, with
the constraint being specified by properties of the set M. This model unifies the
approach of de Oliveira et al. (2017) that study information uncertainty and that of
Ergin and Sarver (2010a) that study uncertainty about future tastes. In Section 3 we
characterize this representation, highlighting the way in which it behaviorally relaxes
each of the aforementioned models.

In Section 4 we proceed to study a special case of [�], where the individual
can choose only a partition P of S, prior to choosing an act. Any act f has two
components, f1 and f2. Upon learning the cell J P P , the individual updates the prior
π0 according to Bayes’ law. The value of any set of acts is given by

V pxq “ max
PPM

ÿ

JPP

«

max
fPx

ÿ

s

π0ps | Jq
“

uspf1psqq ` vspf2psq, P q
‰

π0pJq

ff

The representation suggests that the choice of information about the state of the
world directly affects the individual’s value for the second component of consumption,
the outcome of f2. Below we briefly discuss two examples of motives that could be
accommodated by this representation.

Example 1.1. Future consumption choice: The second consumption component is
itself a consumption choice problem for a not explicitly modeled future, and today’s
information choice may affect the value of such continuation problems by affecting the
future information constraint. This is our leading interpretation and we will refer to it
when discussing the formal model. It is further developed in Dillenberger, Krishna,
and Sadowski (2020), where the present static model of menu choice is the starting
point for an infinite horizon model of repeated choice with intertemporal information
constraints.

Example 1.2. Vindication or Repudiation: The individual may feel repudiated if the
chosen information was “misleading” in terms of the second consumption component
and may feel vindicated if it was not. To give one simple example, suppose the value
of vindication or repudiation depends only on the potential value of information about
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the second component, independently of actual consumption utility. Specifically, for

Γps, P, xq :“ arg max
fPx

ÿ

JPP

ÿ

s1PJ

1tsPJuπ0ps
1
qvpf2ps

1
qq

where 1A is 1 if the set A obtains and 0 otherwise. Define

v`s “ max
QPM

max
fPΓps,Q,xq

vpf2psqq

v´s “ min
QPM

max
fPΓps,Q,xq

vpf2psqq

vPs “ max
fPΓps,P,xq

vpf2psqq

and let the amount of vindication or repudiation from choosing P P M when the
choice set is x and the state turns out to be s be

rspP q “
vPs ´

v`s `v
´
s

2

v`s ´ v
´
s

Note that rspP q takes values in r´1{2, 1{2s, so that positive values correspond to
vindication. The following separable value function then captures direct utility from
the second consumption component and vindication or repudiation of the choice of P
for the second component:

vspf2psq, P q “ vpf2psqq ` βrspP q

2. Domain

Let the consumption space Y be a compact metric space. The space of lotteries over
Y is denoted by ∆pY q. Let S be a finite space of states, and F

`

∆pY q
˘

denote the
space of all acts from S that realise a lottery over Y . Let X :“K

`

F
`

∆pY q
˘˘

denote
the space of all closed subsets of F

`

∆pY q
˘

; a menu is an element x P X. A preference
is a binary relation Á on X.

Of special interest is a subspace of the domain L :“ Fp∆pYLqq, where YL Ă Y is
closed and convex. Thus, L consists only of singleton menus; we will assume (in terms
of axioms and the representation) that the value of elements ` P L is not uncertain.

In Section 4 we will consider the special case Y “ C ˆ W where C and
W are compact metric spaces, and where W is also convex.1 When the second
component corresponds to continuation choice problems as in Example 1.1, then
W “KpFp∆pCqqq, namely, the space of second-stage consumption choice problems,
and L “ Fp∆pC ˆFp∆pCqqqq.

(1) In other words, W can be embedded linearly in a vector space.
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3. Information Acquisition and Contemplation

In this section we present axioms on the preference Á over X that are equivalent to a
representation with information acquisition and contemplation.

3.1. Standard Properties

Our first axiom collects basic properties of Á that are common in the menu-choice
literature.

Axiom 1 (Basic Properties).
(a) Order: Á is non-trivial, complete, and transitive.
(b) Continuity: The sets ty : x Á yu and ty : y Á xu are closed for each x P

Fp∆pC ˆW qq.
(c) Lipschitz Continuity: There exist `7, `7 P L and N ą 0 such that for all x, y P X

and t P p0, 1q with t ě Ndpx, yq, we have p1´ tqx` t`7 ą p1´ tqy ` t`7.
(d) Monotonicity: xY y Á x for all x, y P X.
(e) Aversion to Randomization: If x „ y, then x Á 1

2
x` 1

2
y for all x, y P X.

Items (a)–(d) are standard.2 Item (e) is familiar from Ergin and Sarver (2010a)
and de Oliveira et al. (2017) and relaxes Independence in order to accommodate
unobserved information choice.

The next axiom captures the special role played by the subdomain L, for which
the consumption value bears no uncertainty, and hence does not benefit from either
information acquisition about the objective state s P S or from contemplation about
the subjective taste.

Axiom 2 (L-independence). For all x, y P X, t P p0, 1s, and ` P L, x ą y implies
tx` p1´ tq` ą ty ` p1´ tq`.

Axiom 2 is closely related to the C-Independence axiom in Gilboa and Schmei-
dler (1989), and is motivated in a similar fashion: Because consumption streams
require no information acquisition or contemplation, mixing two menus with the same
consumption stream should not alter the ranking between these menus.

(2) For a discussion of (c) see Dekel et al. (2007) and for (d) see Kreps (1979).
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3.2. Representation of Information Acquisition and Contemplation

Recall that CpY q is the space of all uniformly continuous functions on the compact
metric space Y and for α P ∆pY q and u P CpY q, upαq :“

ş

Y
upyq dαpyq “: xα, uy;

endowed with the supremum norm, CpY q is a Banach space. Fix `: P L, and define
Us :“ tus P CpY q : usp`

:
sq “ 0, ‖us‖8 “ 1u. Finally, define U :“

 

pp1u1, . . . , pnunq :

us P Us, ps ě 0,
ř

s ps “ 1
(

. The space U will serve as our subjective state space
below. It is useful to reconsider U as U :“

 

pp, uq : p :“ pp1, . . . , pnq P ∆pSq, u :“

pu1, . . . , unq P
Ś

sPS Us
(

.

Theorem 1. Let Á be a binary relation on X. Then, the following are equivalent:
(a) Á satisfies Basic Properties (Axiom 1) and L-Independence (Axiom 2).
(b) There exists a metric space of continuous functions U (as defined above) and a

(unique) minimal3 set M of finite, normal, and positive charges4 on U that is weak*
compact such that
[i] For all ` P L and s P S,

ş

U
psusp`sq dµpp, uq is independent of µ PM, and

[ii] The function V : X Ñ R given by

V pxq :“ max
µPM

«

ż

U

max
fPx

ÿ

s

psuspfpsqq dµpp, uq

ff

[�]

represents Á.

The proof of Theorem 1 is in Appendix 5.

4. Information-Dependent Consumption Values

We now pose additional axioms that are plausible if contemplation about the taste is
not independent of information acquisition about s P S, but rather consumption values
depend directly on that information choice. To that end, let C and W be compact
metric spaces, where W is also convex, and Z Ă W also closed and convex. Let the
space of prizes now be Y “ C ˆW , and let YL :“ C ˆ Z, so that L “ Fp∆pC ˆ Zqq.
L-Independence (Axiom 2) suggests that the value of consuming elements in L is
independent of the choice of information.5

(3) M is a minimal set of charges if any larger set of charges gives the same utility for every x.
(4) A charge is a finitely additive measure.
(5) Recall Example 1.1, where W “KpFp∆pCqqq consists of consumption choice problems for the

future, and the continuation utility vs depends on the choice of P through its effect on the
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4.1. No Complementarities

For tractability, we assume that there are no complementarities between consumption
dimensions C andW . This is satisfied, for example, if consumption utility is quasilinear
in C. Formally, dm’s value for a menu does not change when substituting act f with
g as long as they induce, on each state s, the same marginal distributions over C and
W . For any f P Fp∆pC ˆW qq, we denote by f1psq and f2psq the marginals of fpsq
on C and W , respectively.

Axiom 3 (State-Contingent Indifference to Correlation). For a finite menu x, if f P x
and g P Fp∆pC ˆW qq are such that g1 psq “ f1 psq and g2 psq “ f2 psq for all s P S,
then rpxztfuq Y tgus „ x.6

4.2. Indifference to Incentivized Contingent Commitment

Let `˚, `˚ P L be the Á-worst and -best members of L, respectively. Suppose the worst
element of Y corresponds to receiving, in every state s, the worst outcome c´s in C as
well as a particular outcome in Z, which we denote by z´s , so that `˚ “ pc´s , z´s q P L.
Analogously, suppose `˚ “ pc`s , z`s q P L is the best element in Y . For instance, under
our leading interpretation, the worst outcome in state s is consumption c´s paired with
the act that delivers the worst outcome in C in every state in the continuation stage,
so that indeed `˚ “ pc´s , z´s q P L.

Suppose, further, that dm is offered a chance to replace a certain choice problem
with another. dm’s attitude towards such replacements may depend on his information
choice, which is subjective, unobserved, and menu-dependent. That said, any strategy
of choice from a menu gives rise to a consumption act. Therefore, any choice problem
y should leave dm no worse off than receiving `˚, and no better off than receiving `˚.
Since `˚ leaves dm strictly better off than `˚ in every state, the optimal choice from a
menu p1´ tqx` t`˚ should generate an outcome that is also strictly better than `˚.

For each I Ă S, f P Fp∆pC ˆ W qq, pc, wq P C ˆ W , and ε P r0, 1s, define

(unmodeled) future information constraint. Since Z “ Fp∆pCqq contains acts (singleton menus)
that do not require any choice in the future, the value of elements in L “ Fp∆pC ˆ Zqq should
indeed be independent of the choice of P .

(6) Axiom 3 is closely related to Axiom 5 in Krishna and Sadowski (2014), where other related notions
of separability are also mentioned. The important difference is that Axiom 3 requires indifference
to correlation in any menu x, rather than just singletons, because different information may be
optimal for different menus.
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f ‘ε,I pc, wq P Fp∆pC ˆW qq by

`

f ‘ε,I pc, wq
˘

psq :“

$

&

%

p1´ εqfpsq ` εpc, wq if s P I

fpsq otherwise

That is, for any state s P I, the act f ‘ε,I pc, wq perturbs the outcome with pc, wq.
Fix c P C and let `s :“ `˚ ‘1,s pc, zq P L, and define the induced binary relation

Ás on Z by z Ás z
1 if `s Á `1s.

Let X˚ :“ tp1´ tqx` t`˚ : x P X is finite, t P p0, 1qu. For a mapping e : x Ñ

p0, 1s, let x‘e,sw :“
 

f ‘epfq,s pc
´
s , wq : f P x

(

, which perturbs the continuation lottery
in state s for any act f in x by giving weight epfq to pc´s , wq. For x P X˚ we then
require x ą rx‘e,s z

´
s s and rx‘e,s ws Á rx‘e,s z

´
s s for all s P S and w P W . This is

part (a) of Axiom 4 below.
Part (b) investigates the conditions under which dm is actually indifferent to

replacing continuation lotteries with the worst consumption outcome. The idea is that
there should be a contingent plan that specifies which act dm will choose for each
state, such that he will be indifferent between the original menu and one where he is
penalized whenever his choice does not coincide with that plan.

To formalize this state contingent notion of strategic rationality, we define the set
of contingent plans Ξx to be the collection of all functions ξ : S Ñ x. An Incentivized
Contingent Commitment to ξ P Ξx, is then the set

Ipξq “
 

f ‘1,Ic pc
´
s , z

´
s q : f P x and I “ ts : f “ ξ psqu

(

which replaces the outcome of f with the worst outcome pc´s , z´s q in any state where
f should not be chosen according to ξ. Obviously x Á Ipξq for all ξ P Ξx. However, if
for no s P S is it ever optimal to choose an act outside ξ psq, then x „ Ipξq should
hold.

Axiom 4 (Indifference to Incentivized Contingent Commitment).
(a) If x P X˚ and e : x Ñ p0, 1s, then x ą rx‘e,s z

´
s s and rx‘e,s ws Á rx‘e,s z

´
s s for

all s P S and w P W .
(b) For all x P X, there is ξ P Ξx such that x „ Ipξq.

4.3. Concordant Independence

We aim to capture a situation where the choice of partition and the actual realization of
the payoff-relevant state fully determine the value for theW component of consumption.
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We say that x and y are concordant if the same information choice is optimal for both
x and y. We argue that, if x and y are concordant, then both should be concordant
with the convex combination 1

2
x ` 1

2
y. While Independence may be violated when

considering menus that lead to different optimal initial information choices, Á |X 1

should satisfy Independence if X 1 Ă X consists only of concordant menus. That is,
any violation of Independence is entirely due to a change in the choice of information.
We now introduce our behavioral notion of concordance (Definition 4.1 below).

For each J P P , let

fJpsq “

$

&

%

pc`s , z
`
s q s P J

pc´s , z
´
s q otherwise

and define the menu x1pP q :“ tfJ : J P P u. Then, x1 pP q „ `˚ if, and only if, x1 pP q

is evaluated under a partition that is at least as fine as P .
For a choice problem x, we then have 1

2
x ` 1

2
x1 pP q „

1
2
x ` 1

2
`˚ if, and only

if, some partition that is at least as fine as P is optimal for x. Thus, the same
collection of partitions is optimal for two menus x and y, if for all P P P we have
1
2
x` 1

2
x1 pP q „

1
2
x` 1

2
`˚ if, and only if, 1

2
y ` 1

2
x1 pP q „

1
2
y ` 1

2
`˚.7

Definition 4.1. Choice problems x and y are concordant, if 1
2
x` 1

2
x1 pP q „

1
2
x` 1

2
`˚

if and only if 1
2
y ` 1

2
x1 pP q „

1
2
y ` 1

2
`˚ for all P P P.

Axiom 5 (Concordant Independence). If x and y are concordant, so are x and 1
2
x` 1

2
y.

Furthermore, if X 1 Ă X consists of pairwise concordant menus, then Á|X 1 satisfies
Independence.8

4.4. Representation with Information Dependent Consumption
Values

Theorem 2. A binary relation Á on X satisfies Axioms 1–5 if, and only if, there
exists a function V : X Ñ R that represents Á and has a representation of the form

V pxq “ max
PPM7

p

ÿ

JPP

«

max
fPx

ÿ

s

π0ps | Jq
“

uspf1psqq ` vspf2psq, P q
‰

π0pJq

ff

where M7
p is a finite collection of partitions P of S, us P CpCq, and vsp¨, P q P CpW q

for each s P S and P P M7
p, with the property that for all P, P 1 P M7

p, s P S,
vsp¨, P q|L “ vsp¨, P

1q|L, and vspw, ¨q ě vspz
´
s , ¨q for all w P W .

(7) See Lemma 6.19 in Appendix 6.4 for a instantiation of this intuition.
(8) If x, y, z, p1´ tqx`tz, p1´ tq y`tz P X 1, t P p0, 1q, and x ą y, then p1´ tqx`tz ą p1´ tq y`tz.
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The theorem suggests that the decision maker does not independently contem-
plate his taste, but rather that the choice of information about the state of the world
directly affects his value for (the W component of) consumption. For instance, a
positive outcome may be valued higher if it was generated by a well informed choice
than by pure luck. As another example, the decision maker may directly experience the
C component of consumption once the state is realized, but derives a value from the
W component prior to the realized state and dependent directly on the information
event J P P with s P J .

5. Appendix: Proof of Theorem 1

5.1. Algebraic Representation

Proposition 5.1. Let Á be a binary relation on X. Then, the following are equivalent.
(a) Á satisfies Basic Properties (Axiom 1) and L-Independence (Axiom 2).
(b) There exists a function V : X Ñ R that represents Á and is L-affine, Lipschitz

Continuous, and convex. Moreover, any such representation of Á is unique up to a
positive affine transformation.

The proof that (b) implies (a) is standard and is thus omitted. The remainder of
this section proves that (a) implies (b). We shall first show that under our assumptions,
every closed subset is indifferent to its closed convex hull.

Lemma 5.2. If Á satisfies Basic Properties (Axiom 1), then for each x P KpZq,
x „ cchpxq.

Proof. First consider x P X that is finite and follow Ergin and Sarver (2010a, Lemma
2). Notice that cchpxq Á x by Monotonicity (Axiom 1(d)). Let x0 :“ x, and for each
k ě 1, define xk :“ 1

2
xk´1 ` 1

2
xk´1. Then, by Aversion to Randomization (Axiom 1

(e)), xk´1 Á xk. In other words, by Order (Axiom 1(a)), x Á xk for all k ě 1. But
notice that dpxk, cchpxqq Ñ 0 as k Ñ 8. Therefore, by Continuity (Axiom 1(b)), it
follows that x Á cchpxq, which proves that x „ cchpxq for all finite subsets of X.

Now consider the general case, where x P X is arbitrary. Then, there exists
a sequence of finite sets pxmq such that (i) xm Ă x for all m, and (ii) dpxm, xq Ñ
0 (in the Hausdorff metric). But each xm „ cchpxmq. It is also easy to see that
dpcchpxq, cchpxmqq Ñ 0 as m Ñ 8. Continuity (Axiom 1(b)) now implies that x „
cchpxq, which proves the claim.
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In light of Lemma 5.2, in what follows, we may restrict attention to the space
KcpXq.

Lemma 5.3. If Á satisfies Order (Axiom 1(a)), Continuity (Axiom 1(b)), and L-
Independence (Axiom 2), then there exists a continuous and affine function ζ : LÑ R

such that ζ represents Á |L, ie, for all `, `1 P L, ` Á `1 if, and only if, ζp`q ě ζp`1q.
Moreover, ζ is unique up to positive affine transformation.

Proof. Order, Independence, and Continuity hold on L, so by the Expected Utility
Theorem, the claim follows.

Corollary 5.4. If Á satisfies Axiom 1, there exist `7, `7 P L such that `7 ą `7.

Proof. Consider `7, `7 P L that exist by Lipschitz continuity (Axiom 1(c)). Set x “
y “ t`7u and α “ 1

2
. Lipschitz continuity then implies `7 ą 1

2
`7 ` 1

2
`7. Similarly, let

x “ y “ t`7u and α “ 1
2
, so Lipschitz continuity implies 1

2
`7 ` 1

2
`7 ą `7. It follows

immediately that `7 ą `7.

Lemma 5.5. Given the function ζ : L Ñ R from lemma 5.3 above, there exists
V : X Ñ R such that
(a) x Á y if, and only if, V pxq ě V pyq for all x, y P X,
(b) for all ` P L, V p`q “ ζp`q, and
(c) V is continuous.

Proof. Let `˚ be a Á-best and `˚ a Á-worst element of L. By Corollary 5.4, `˚ ą `˚.
First, consider the case where x P X is such that `˚ Á x Á `˚. By Continuity
(Axiom 1(b)), there exists a P r0, 1s such that x „ a`˚ ` p1 ´ aq`˚. Define V pxq :“

ζ
`

a`˚`p1´aq`˚
˘

“ aζp`˚q`p1´aqζp`˚q. It is easy to see that for all ` P L, V p`q “ ζp`q.
Next, consider the case where x ą `˚. By Continuity, for any ` P L, there exists

a P r0, 1s such that ax` p1´ aq`˚ „ `. Now, set V pxq “ rV p`q ´ p1´ aqV p`˚qs{a.
To see that V pxq is independent of the choice of `, suppose `1 P L and a1 P r0, 1s

are such that ` Á `1 and a1x`p1´a1q`˚ „ `1, so that V pxq “ rV p`1q´p1´a1qV p`˚qs{a1.
Because ax ` p1 ´ aq`˚ „ `, by L-Independence (Axiom 2) for all b P r0, 1s, b

`

ax `

p1 ´ aq`˚
˘

` p1 ´ bq`˚ „ b` ` p1 ´ bq`˚. Now, choose b such that b` ` p1 ´ bq`˚ „ `1.
Then, b

`

ax ` p1 ´ aq`˚
˘

` p1 ´ bq`˚ „ `1, which implies ba “ a1. Using the fact that
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V p`1q “ bV p`q ` p1´ bqV p`˚q, we see that

V pxq “
V p`1q ´ p1´ a1qV p`˚q

a1

“

“

bV p`q ` p1´ bqV p`˚q
‰

´ p1´ baqV p`˚q

ba

“
V p`q ´ p1´ aqV p`˚q

a

which is independent of the choice of b, or equivalently, the choice of `1.
We can deal with case where `˚ ą x in a similar fashion. The continuity of V

follows immediately from the continuity of Á and from the continuity of ζ, which
completes the proof.

Lemma 5.6. If tx` p1´ tq` ą ty ` p1´ tq` then x ą y.

Proof. Suppose not. Then, by L-Independence, there are x, y, `, and t such that x „ y

and tx` p1´ tq` ą ty ` p1´ tq`. By Lipschitz Continuity (Axiom 1(c)), and because
d px, xq “ 0, we have t1x ` p1 ´ t1q`7 ą t1x ` p1 ´ t1q`7 for all t1 ą 0. Observe that
by Negative Transitivity of the strict relation ą, it must be that for all t1, either
t1x` p1´ t1q`7 ą x or x ą t1x` p1´ t1q`7 holds, and the same for y. There are three
cases to consider.

Case 1: For all ε ą 0 there is p1´ t1q ă ε with x ą t1x` p1´ t1q`7. Then, since
x „ y, L-Independence implies that ty` p1´ tq` ą t pt1x` p1´ t1q`7q ` p1´ tq` for all
such p1´t1q ą 0. At the same time, by continuity, we can pick

`

1´ t
˘

ą 0 small enough,
such that by replacing x with tx`p1´ tq`7, t

`

tx` p1´ tq`7
˘

`p1´ tq` ą ty`p1´ tq`

still holds. Taking ε ď p1´ tq establishes a contradiction.
Case 2: For all ε ą 0 there is p1´ t1q ă ε with t1y ` p1´ t1q`7 ą y. This case is

analogous to case 1.
Case 3: There is ε ą 0 such that for all p1 ´ t1q ă ε, both t1x ` p1 ´ t1q`7 Á x

and y Á t1y ` p1 ´ t1q`7. We claim that this case can never occur. To see this, first
observe that by continuity, if t1x ` p1 ´ t1q`7 Á x for all p1 ´ t1q ă ε then `7 Á x;
and if y Á t1y ` p1 ´ t1q`7 Á x for all p1 ´ t1q ă ε then y Á `7. But then we have
y Á `7 ą `7 Á x, which contradicts the premise that x „ y.

The next Corollary follows immediately from L-Independence and Lemma 5.6.

Corollary 5.7. x ą y if, and only if, tx` p1´ tq` ą ty ` p1´ tq` for all t P p0, 1s.

Lemma 5.8. ` ą `1 if, and only if, tx` p1´ tq` ą tx` p1´ tq`1 for all t P r0, 1q.
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Proof. If x ą `˚, by continuity there are α P p0, 1q and ` P L with αx` p1´ αq`˚ „ `.
Applying Corollary 5.7 repeatedly yields that ` ą `1 if, and only if, t1 rαx` p1´ αq`˚s`
p1 ´ t1q` „ t1` ` p1 ´ t1q` ą t1` ` p1 ´ t1q`1 „ t1 rαx` p1´ αq`˚s ` p1 ´ t1q`1 for
all t1 P p0, 1q. Again by Corollary 5.7, and for t1 “ t

α`tp1´αq
, this is equivalent to

tx` p1´ tq` ą tx` p1´ tq`1. The case where `˚ ą x is similar and hence omitted.

Lemma 5.9. The function V defined in the proof of Lemma 5.5 has the following
properties:
(a) V is monotone, ie, V pxY yq ě V pxq for all x, y P X;
(b) V is L-affine, ie, for all x P X, ` P L and a P r0, 1s, V

`

ax ` p1 ´ aq`
˘

“ aV pxq `

p1´ aqV p`q;
(c) V is convex.

Proof. To ease notational burden, we shall assume only in this part of the proof, and
without loss of generality, that V p`˚q “ 1 while V p`˚q “ 0. We prove the claims in
turn.
(a) V represents Á, so it is clear that it is monotone.
(b) Let x P X and ` P L. Consider first the case where `˚ Á x Á `˚. Then, there

exists `x P L such that x „ `x. Then, by L-Independence, for all a P p0, 1s,
ax` p1´ aq` „ a`x` p1´ aq`. Therefore, V

`

ax` p1´ aq`
˘

“ V
`

a`x` p1´ aq`
˘

“

aV p`xq ` p1´ aqV p`q “ aV pxq ` p1´ aqV p`q, as required.
Now consider the case where x ą `˚, the case where `˚ ą x being analogous.
Because ` Á `˚, Lemma 5.8 yields t`˚ ` p1 ´ tq` Á `˚, and then, by Corollary
5.7, tx ` p1 ´ tq` ą `˚. By continuity, there are α P p0, 1q and `, such that
`˚ ą α ptx` p1´ tq`q ` p1 ´ αq`˚ „ ` ą `˚. Further, let β P r0, 1s be such
that ` „ β`˚ ` p1 ´ βq`˚ (so that V p`q “ β), and let γ P p0, 1q be such that
` „ γ`˚ ` p1 ´ γq`˚. First, from Corollary 5.7 and the definition of V it is easy
to verify that V ptx` p1´ tq`q “ γ

α
(independent of whether tx` p1´ tq` Á `˚ or

not). Next, by Lemma 5.8, tx` p1´ tq` „ tx` p1´ tq pβ`˚ ` p1´ βq`˚q. Then, by
Corollary 5.7,

α ptx` p1´ tq pβ`˚ ` p1´ βq`˚qq ` p1´ αq`˚ „ γ`˚ ` p1´ γq`˚

or
αtx` αp1´ tqβ`˚ ` r1´ αt´ αp1´ tqβs `˚ „ γ`˚ ` p1´ γq`˚

Because x ą `˚, Corollary 5.7 and Lemma 5.8 further imply that αp1´ tqp1´ βq `
p1´ αq ą p1 ´ γq or γ ´ α p1´ tq β ą αt ą 0. This implies that γ ą α p1´ tq β.

12



Corollary 5.7 then yields that

αt

D1

x`
1´ αt´ αp1´ tqβ

D1

`˚ „
γ ´ αp1´ tqβ

D1

`˚ `
1´ γ

D1

`˚

where D1 “ γ ´ αp1´ tqβ ` p1´ γq “ 1´ αp1´ tqβ.
It follows that 1´ γ ă 1´ αt´ αp1´ tqβ, and hence, again by Corollary 5.7,

αt

D2

x`
1´ αt´ αp1´ tqβ ´ p1´ γq

D2

`˚ „ `˚

where D2 “ αt` 1´ αt´ αp1´ tqβ ´ p1´ γq “ γ ´ αp1´ tqβ.
Hence, αt

γ´αp1´tqβ
x `

”

1´ αt
γ´αp1´tqβ

ı

`˚ „ `˚, so that V pxq “ γ´αp1´tqβ
αt

. Putting
everything together establishes the lemma, ie,

tV pxq ` p1´ tqV p`q “
γ

α
“ V ptx` p1´ tq`q

(c) We first show that V is midpoint convex, ie, V
`

1
2
x1 `

1
2
x2

˘

ď 1
2
V px1q `

1
2
V px2q.

Suppose first that x1 „ x2. Then, by Aversion to Randomization (Axiom 1 (e)), x1 Á

1
2
x1`

1
2
x2, from which it follows immediately that V p1

2
x1`

1
2
x2q ď

1
2
V px1q`

1
2
V px2q.

Let us now suppose that x1 ą x2 and consider the case where `˚ ą x1. By continuity,
there exists λ P p0, 1q such that y :“ λx2 ` p1 ´ λq`˚ „ x1. Notice that because
V is L-affine, V pyq “ λV px2q ` p1 ´ λqV p`˚q “ V px1q. Let x̄ :“ λ

1`λ
x1 `

1
1`λ

y “
2λ

1`λ
p1

2
x1 `

1
2
x2q `

1´λ
1`λ

`˚, so that V px̄q “ 2λ
1`λ

V p1
2
x1 `

1
2
x2q `

1´λ
1`λ

V p`˚q, where we
have used the L-affinity of V . But notice also that V px̄q ď λ

1`λ
V px1q `

1
1`λ

V pyq

by Aversion to Randomization (Axiom 1 (e)) because x1 „ y. We also have
λ

1`λ
V px1q `

1
1`λ

V pyq “ λ
1`λ

`

V px1q ` V px2q
˘

` 1´λ
1`λ

V p`˚q. Substituting in the value
of V px̄q obtained above, we see that V p1

2
x1 `

1
2
x2q ď

1
2
V px1q `

1
2
V px2q, as claimed.

Now consider the case where x1 ą x2 but x1 ą `˚. Then, by continuity, there exists
a P r0, 1s such that y “ ax1 ` p1 ´ aq`˚ „ x2. Therefore, V pyq “ aV px1q ` p1 ´

aqV p`˚q “ V px1q. Set x̄ “ a
1`a

x2 `
1

1`a
y “ 2a

1`a
p1

2
x1 `

1
2
x2q `

1´a
1`a

`˚. Then, using
the L-affinity of V , we obtain V px̄q “ 2a

1`a
V p1

2
x1 `

1
2
x2q `

1´a
1`a

V p`˚q.
But notice that x2 „ y, so that by Aversion to Randomization (Axiom 1 (e)),
V px̄q ď a

1`a
V px2q `

1
1`a

V pyq. We also have a
1`a

V px2q `
1

1`a
V pyq “ a

1`a

`

V px1q `

V px2q
˘

` 1´a
1`a

V p`˚q. Substituting in the value of V px̄q obtained above, we see that
V p1

2
x1 `

1
2
x2q ď

1
2
V px1q `

1
2
V px2q, as claimed.

As noted above, V is continuous, and because it is midpoint convex, it is convex.

Recall that V is Lipschitz if there exists a constant K ą 0 such that for all
x, y P X, |V pxq ´ V pyq| ď Kdpx, yq, where dp¨, ¨q is the metric on X.
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Lemma 5.10. If Á satisfies Lipschitz continuity (Axiom 1(c)) and is represented
by a continuous and L-affine V , then V is Lipschitz. Conversely, if V is Lipschitz,
non-trivial, L-affine, and represents Á, then it satisfies Lipschitz continuity.

Proof. Let N ą 0 be as given in Lipschitz continuity. Fix β P p0, 1q such that
Nβ ă 1. First consider the case where x, y P X are such that 0 ă dpx, yq ď β and let
α “ Ndpx, yq. Then, by Lipschitz Continuity, p1´ αqx` α`7 ą p1´ αqy` α`7. By the
L-affinity of V , it follows that V pyq ´ V pxq ă

α

1´ α

“

V p`7q ´ V p`7q
‰

. But notice that

α{N ď β, so setting K “ N{p1´Nβq
“

V p`7q ´ V p`7q
‰

, we find that

V pyq ´ V pxq ă
α

1´ α

“

V p`7q ´ V p`7q
‰

ă
N

1´ α

“

V p`7q ´ V p`7q
‰

dpx, yq

ă Kdpx, yq

We now follow Dekel et al. (2007) and remove the restriction on the x and y. For
arbitrary x, y P X, let 0 “: λ0 ă λ1 ă ¨ ¨ ¨ ă λJ`1 “ 1 such that pλj`1´λjqdpx, yq ď β

for all j “ 0, . . . , J . Define xj :“ λjx`p1´λjqy, so dpxj`1, xjq “ pλj`1´λjqdpx, yq ă β.
From the result established above, we see that V pxj`1q ´ V pxjq ď Kdpxj`1, xjq “

Kpλj`1´ λjqdpx, yq. Summing over j, we find V pyq ´ V pxq ď Kdpx, yq. Interchanging
the roles of x and y, it follows that |V pxq ´ V pyq| ď Kdpx, yq, as claimed. The converse
is as in Dekel et al. (2007) and is omitted.

Because V is L-affine, ie, V “ ζ on L, it follows from Lemma 5.3 that V is unique
up to positive affine transformation. This proves (a) implies (b), which establishes
Proposition 5.1.

5.2. Abstract Convex and Monotone Representation

Every f P Fp∆pC ˆ W qq is a product lottery of the form fp1q ˆ ¨ ¨ ¨ ˆ fpnq. A
function u P U acts on Fp∆pC ˆW qq as follows: upfq :“

ř

i piuipfpiqq. For any x P
KcpFp∆pC ˆW qqq, define its support function Hx : UÑ R as Hxpuq :“ maxfPx upfq.
The extended support function of x P KcpFp∆pC ˆW qqq is the unique extension
of the support function Hx to spanpUq by positive homogeneity. Theorem 5.102 and
Corollary 6.27 of Aliprantis and Border (1999) imply that a function defined on
spanpUq is sublinear, norm continuous, and positively homogeneous if, and only if, it is
the extended support function of some weak* closed, convex subset of Fp∆pC ˆW qq.
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Therefore, a function H : U Ñ R is a support function if its unique extension to
spanpUq by positive homogeneity is sublinear and norm continuous.

Given a function H : UÑ R whose extension to spanpUq by positive homogeneity
is sublinear and norm continuous, we may define xH :“ tf P aff

`

Fp∆pC ˆW qq
˘

:

upfq ď Hpuq for all u P Uu. Support functions enjoy the following duality: For any
weak* compact, convex subset x of aff

`

Fp∆pCˆW qq
˘

, xHx “ x, and for any function
H as defined above, HxH “ H.

For weak* compact, convex subsets x and x1 of X, support functions exhibit
the following properties: (i) x Ă x1 if, and only if, Hx ď Hx1 , (ii) Htx`p1´tqx1 “

tHx`p1´ tqHx1 for all t P p0, 1q, (iii) HxXx1 “ Hx^Hx1 , and (iv) HchpxYx1q “ Hx_Hx1 .
(By Lemma 5.14 of Aliprantis and Border (1999), chpxY x1q is compact because x and
x1 are compact, which ensures that HchpxYx1q is well defined.) Finally, observe that for
`: :“ `:i ˆ ¨ ¨ ¨ ˆ `

:
n, H`: “ 0.

Proposition 5.11. Let V : X Ñ R be Lipschitz, convex, and L-affine. Then, there
exists a minimal set M of finite normal charges on U so that V can be written as

V pxq “ max
µPM

«

ż

U

max
fPx

ÿ

s

psuspfpsqq dµpp, uq

ff

[5.1]

where the set M Ă banpUq is weak* compact and
ş

U
maxfPx

ř

s psuspfpsqq dµpp, uq is
independent of µ for all x P L.9 Moreover, for a dense set of points in X, there is a
unique µ PM that achieves the maximum in [5.1].

In Proposition 5.11 above, banpUq is the space of bounded additive, or finitely
additive, measures (ie, charges) on U that are also normal (ie, inner and outer regular).
The last part of the proposition reflects the fact that V is linear on L. The set M is
minimal in the sense that if NĂM is compact, then there exists x P X such that
V pxq ą maxµPN

“ş

U
maxfPx

ř

i piuipfpiqq dµpp, uq
‰

.

Proof. By Lemma 5.2, for every x P X, V pxq “ V pcchpxqq. Therefore, we may restrict
attention to convex menus.

Let Ψ : KcpFp∆pC ˆW qqq Ñ CbpUq be the map that associates each compact,
convex subset x of Fp∆pC ˆW qq with its support function, Ψ : x ÞÑ Hx. Note that Ψ

is invertible. Moreover, Ψ is an isometry because dpx, x1q “ ‖Hx ´Hx1‖8 for all x, x1 P
KcpFp∆pC ˆW qqq. Thus Ψ is an affine isometric embedding of KcpFp∆pC ˆW qqq

(9) Recall that banpUq is the space of finite normal charges on U.
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in CbpUq. Moreover, Ψpt`˚uq “ 0. In sum, Ψ
`

KcpFp∆pC ˆW qqq
˘

is a compact and
convex subset of CbpUq that contains the origin.

Let V̄ : Ψ
`

KcpFp∆pC ˆW qqq
˘

Ñ R be defined as follows: V̄ pHq :“ V pxq where
H “ Hx for some x. Because Ψ is injective, it follows that V̄ is well defined. Thus,
V̄ is Lipschitz, convex, and ΨpLq-affine. Recall that by definition, V pt`˚uq “ 0 “

V̄ pHt`˚uq, and Ψpt`˚uq “ 0. Therefore, V̄ is positively homogeneous. Extending V̄ to
conepΨpKcpFp∆pC ˆW qqqqq by positive homogeneity, it follows by Proposition 7.4
that V̄ (and hence V ) has the desired representation.

Proposition 5.12. Let V : X be as in [5.1]. Then, the following are equivalent.
(a) V is monotone, in the sense that x Ă x1 implies V pxq ď V px1q.
(b) Every charge µ PM is positive, ie, µpEq ě 0 for all (Borel) measurable E Ă U.

Proof. That (b) implies (a) is easy to see. That (a) implies (b) follows from Theorem
S.2 of Ergin and Sarver (2010b) after observing that V̄ (defined in the proof of 5.12)
is monotone. We note that a similar statement is contained in the proof of Lemma 3.5
of Gilboa and Schmeidler (1989).

This establishes Theorem 1. The following corollary follows immediately from
Corollary 7.3 and Lemma 7.5.

Corollary 5.13. Let V : X Ñ R be as in [5.1]. Suppose E Ă X is convex and V |E is
linear. Then, there exists µ PM such that V pxq “

ş

U
maxfPx

ř

i piuipfpiqq dµpp, uq for
all x P E.

6. Appendix: Proof of Theorem 2

Each of the following subsections will introduce a new axiom which will, in turn, impose
further restrictions on the set M, eventually leading us to the desired representation
in Theorem 2.

6.1. Partitional Representation

In this section, we consider the representation in [�] of Á and impose Indifference to
Incentivized Contingent Commitment (henceforth IICC, Axiom 4).

The main consequence of assuming IICC (Axiom 4) is that instead of considering
arbitrary finitely additive measures µ PM over Uˆ∆pSq in the representation [�], we
can replace each µ by a pair pP, uq along with a prior belief π0 over S, where P is a
partition of S and u P CpC ˆW q.
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Proposition 6.1. Consider a preference relation Á on X, and suppose V : X Ñ R

represents Á and has the form in [�]. Then, (a) implies (b), where:
(a) Á satisfies IICC (Axiom 4).
(b) The function V has the form

V pxq “ max
pP,uqPMp

«

ÿ

JPP

´

max
fPx

ÿ

sPJ

π0ps | Jq uspfpsqq
¯

π0pJq

ff

[6.1]

where Mp is a collection of pairs pP, uq where P is a partition and u “ pusqsPS is a
collection of state dependent (vN-M) utility functions on C ˆW with the property
that for all s P S, uspαq “ u1spαq for all pP, uq, pP 1, u1q PMp and α P ∆pC ˆ Zq.

Notice that each partition P along with a prior π0 is equivalent to a posterior
belief over S, while u corresponds to a Dirac measure over U, both of which are
countably additive. Thus, an essential part of the proof of Proposition 6.1 is to
show that IICC (Axiom 4) allows us to replace each µ PM by a countably additive
measure without affecting the representation. The proof is lengthy precisely due to
the complications that arise from dealing with µ PM in [�] that are finitely additive.
If we knew beforehand that each µ was countably additive, the proof would simply
formalize the intuition behind IICC (Axiom 4) and be considerably shorter. The rest
of this section proves Proposition 6.1.

6.1.1. Nice Menus and their Density

Recalling the notation introduced in Section 4.2, let Ξ̃x :“ tξ P Ξx : Ipξq „ xu. By
IICC (Axiom 4), Ξ̃x is non-empty. It follows from the definition of Ξ̃x that for each
ξ P Ξ̃x, there exist f1, . . . , fm P x such that for each i “ 1, . . . ,m, fi “ ξpsq for some
s P S. The collection tf1, . . . , fmu denotes a set of generators of the set x according to
ξ. We shall also say that tf1, . . . , fmu generates x according to ξ.

Lemma 6.2. For x P X˚, let tf1, . . . , fmu generate x according to ξ P Ξ̃x. Then,
x „ tf1, . . . , fmu.

Proof. By defintion of ξ, x „ Ipξq, and by repeated application of IICC(a) (Axiom
4(a)), we obtain tf1, . . . , fm, `˚u Á Ipξq. It is also the case, by Monotonicity (Axiom
1(d), that x Á tf1, . . . , fmu. Thus, to establish the claim, it suffices to show that
tf1, . . . , fm, u Á tf1, . . . , fm, `˚u.

To see this, first let x0 :“ tf1, . . . , fmu and x10 :“ tf1, . . . , fm, `˚u, and suppose,
by way of contradiction, that x10 ą x0.
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Set ε :“ dpx0, x
1
0q ą 0 and let gk be such that dpx0, x0 Y tg

kuq ă minrε{2, 1{ks,
where k is an integer.10 By Monotonicity (Axiom 1(d)), x0 Y tg

ku Á x0.
By repeated application of IICC(a) (Axiom 4(a)), we obtain that x0Ytg

ku Á x10.
Thus, we have constructed a sequence of menus px0 Y tg

kuqk that converges to x0

with the property that x0 Y tg
ku Á x10 ą x0 for all k. This is impossible because Á is

Continuous (Axiom 1(b)) which establishes the claim.

Definition 6.3. A menu x is nice if x P X˚ and there is a unique ξ P Ξ̃x. X0 denotes
the space of nice menus. A menu x is minimal if x ą xztfu for all f P x.

Let x be a nice menu, ξ P Ξ̃x, and f1, . . . , fm the corresponding generators of
x. Each such ξ induces a partition J1, . . . , Jm of S wherein ξpsq “ fk if, and only if,
s P Jk. In this case, we shall say that fk is active in state s P Jk, so that Jk denotes
all the states where fk is active.

Proposition 6.4. The space X0 of nice menus is dense in X.

Proof. It is easy to see that the space X˚ is dense in X. Therefore, it will suffice to show
that X0 is dense in X˚. For any x P X˚, it can be shown that IICC (Axiom 4) implies
the existence of a minimal set of generators, tf1, . . . , fmu. Let xε :“ p1´ εqx`ε`˚ and
y :“ tf1, . . . , fmu Y xε. By Monotonicity (Axiom 1(d)), y Á x. Obviously d py, xq Ñ 0

as εÑ 0. Because x P X˚ and ε ą 0 are arbitrary, it suffices to establish that (some
perturbation of) y P X0.

Because x P X˚, we also have xε P X˚ and, because tf1, . . . , fmu Ă x, also
tf1, . . . , fmu P X

˚, which then implies y P X˚. We now show that there must be a
unique ξ P Ξ̃y (perhaps after further perturbing y) to establish the proposition.

Suppose there is ξ P Ξ̃y with generator set
 

f 11, . . . , f
1
j, p1´ εq f

1
j`1 ` ε`˚, . . . , p1´ εq f

1
k ` ε`˚

(

„ y

(indifference follows from Lemma 6.2) where f 1a P x for all a P t1, . . . , ku. Consider,
now, Ipξq and note that it can be generated inductively from y0 :“ tf 11, . . . , f

1
ku as

follows, where the induction is over the set of states S “ ts1, . . . , snu. For i P t1, . . . , nu,
let ei : y Ñ r0, 1s be defined by

ei pfq :“

$

’

’

’

&

’

’

’

%

0 if f “ ξpsiq and f P tf1, . . . , fmu

ε if p1´ εqf ` ε`˚ “ ξpsiq R tf1, . . . , fmu

1 otherwise

(10) Such a gk can always be found, for instance, by perturbing f1 by an arbitrarily small amount.
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Given yi, let
yi`1 :“ yi ‘pei`1,si`1q `˚

Observe that, indeed, yn “ Ipξq. Note, further, that by IICC (part a) and Continuity
(Axiom 1(b)), yi Á yi`1, with yi ą yi`1 if ξ psiq P xε. Suppose, now, that k ą j. In
that case, y0 ą yn “ Ipξq „ y. By Monotonicity, x Á y0, and hence x ą y, which
contradicts the observation above that y Á x. Therefore, m “ j. But then y Á x and
the minimality of tf1, . . . , fmu implies that the generator set that corresponds to ξ
must be tf1, . . . , fmu. Because ξ was chosen arbitrarily among the ξ P Ξ̃y, any such ξ
must have generator set tf1, . . . , fmu.

Suppose, then, that there are ξ, ξ1 P Ξ̃y with the same generator set tf1, . . . , fmu,
and fb “ ξ psq ‰ ξ1 psq for some s P S and b P t1, . . . ,mu. Let

f̂bps
1
q :“

$

&

%

fbps
1q s1 ‰ s

p1´ tqfb ` t`˚ s1 “ s

Note that, by Continuity, for t ą 0 small enough, tf1, . . . , f̂b, . . . , fmu remains the
unique generator set for ŷ :“ ryz tfbus Y tf̂bu. Let ξ̂ P Ξŷ be the contingent plan with

ξ̂ps1q :“

$

&

%

f̂bps
1q ξps1q “ fb

ξps1q otherwise

and analogously for ξ̂1 and ξ1. Then IICC (part a) implies that y ą Ipξ̂q. At the
same time Ipξ̂1q “ Ipξ1q „ y. It is also clear that, for t ą 0 small enough and by
Continuity, for any ξ2 P Ξy with Ipξ2q  y, also I

`

ξ̂2
˘

 ŷ,where ξ̂2 is again defined
analogously. Hence, Ξ̃ŷ has at least one element less than Ξ̃y. In finitely many steps
we arrive at an (arbitrarily small) perturbation of y that is in X0. This establishes the
proposition.

A (static) strategy for dm at a menu x given µ PM is a mapping ζµx : U Ñ x.
The strategy ζµx is finite if there is a finite partition pEiq of U, such that for each Ei
there exists fi P x with ζµx pEiq “ fi. The value of this finite strategy is

V px, µ, ζµx q “
ÿ

i

ż

Ei

ÿ

s

psuspfipsqq dµpp, uq

A strategy ζµx is optimal at x if there is no other strategy that gives a higher
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payoff. A finite optimal strategy ζµx is an optimal strategy that is finite, ie, one where

V px, µ, ζµx q “
ÿ

i

ż

Ei

xpp, uq, fiy dµpp, uq

“ max
µPM

„
ż

U

max
fPx

xpp, uq, fy dµpp, uq



where xpp, uq, fy “
ř

s psuspfipsqq. Notice that if a finite strategy ζµx is optimal at x
and if fi is the act chosen in the cell Ei, we must necessarily have, for all pp, uq P Ei,
xpp, uq, fiy ě xpp, uq, fy for all f P x.

In the sequel, ζµx denotes an finite optimal strategy when one exists. It is easy to
see that for a finite x, an optimal strategy is always finite, though there may be many
such strategies that are optimal. If ζµx induces the partition pEiq, we refer to pEiq as
an optimal partition of U for µ at x.

Definition 6.5. Let tf1, . . . , fmu be a set of generators of x, and let pEiqmi“1 be a
partition of U. Then, pEiq is a partition of U consistent with tf1, . . . , fmu if pp, uq P Ei
implies xpp, uq, fiy ě xpp, uq, fjy for all j “ 1, . . . ,m.

Intuitively, a partition pEiq of U is consistent with tf1, . . . , fmu if there is some
optimal µ such that it is optimal to choose fi when pp, uq P Ei.

For each µ P M, let V px, µq :“
ş

U
maxfPx

ř

s psuspfpsqq dµpp, uq be the utility
from choosing the measure µ. Let Υ : X Ñ M be the mapping selecting the maximizing
µ for each x; that is, Υpxq :“ arg maxµPM V px, µq. It is easy to see that V px, µq is
continuous in µ, so it follows that Υ is a correspondence that is closed valued. The
following lemma implies that finite menus always have consistent partitions.

Lemma 6.6. Let x P X be finite and suppose tf1, . . . , fmu is a set of generators of x.
Then, µ P Υptf1, . . . , fmuq implies µ P Υpxq.

Proof. Consider the following string of inequalities:

V pxq “ V ptf1, . . . , fmuq because tf1, . . . , fmu generates x

“ V ptf1, . . . , fmu, µq definition of µ

ď V px, µq V p¨, µq is monotone

ď V pxq definition of V

which proves that µ P Υpxq, as claimed.

20



Lemma 6.7. Let x be finite. For any ` P L and ε ą 0, (i) Υpxq “ Υ
`

p1´ εqx` ε`
˘

,
(ii) if x is nice, then p1 ´ εqx ` ε` is also nice, and (iii) if µ P Υpxq and pEiq is an
optimal partition of U for µ at x, then it is also an optimal partition of U for µ at
p1´ εqx` ε`.

Proof. Let x be finite and µ P Υpxq. Then, V pxq “ V px, µq ě V px, µ1q for all µ1 PM.
We also have

V
`

p1´ εqx` ε`, µ
˘

“ p1´ εqV px, µq ` εV p`, µq

ě p1´ εqV px, µ1q ` εV p`, µq

“ p1´ εqV px, µ1q ` εV p`, µ1q

“ V
`

p1´ εqx` ε`, µ1
˘

where the inequality uses the fact that V px, µq ě V px, µ1q and the second equality
follows because V p`, µq “ V p`, µ1q for all µ, µ1 P M and ` P L. This proves part (i).
Part (ii) follows immediately from the definition.

To see part (iii), let ζµx be a finite optimal strategy with pEiq as the optimal
partition of U. Then,

V pxq “ V px, µ, ζµx q “
ÿ

i

ż

Ei

xpp, uq, fiy dµpp, uq

For the menu p1´ εqx` ε`, consider the strategy ζµ
p1´εqx`ε`pEiq “ p1´ εqfi` ε`. Then,

V
`

p1´ εqx` ε`, µ, ζµ
p1´εqx`ε`

˘

“ p1´ εq
ÿ

i

ż

Ei

xpp, uq, fiy dµpp, uq ` ε
ÿ

i

ż

Ei

xpp, uq, `y dµpp, uq

“ p1´ εqV pxq ` εV p`q

ě V
`

p1´ εqx` ε`, µ1
˘

for all µ1 P M where the second equality follows from part (i). This proves that
ζµ
p1´εqx`ε` is a finite optimal strategy at the menu x given the optimal µ P M and
completes the proof.

6.1.2. From Finitely Additive Measures to Partitional Systems

A collection of probability measures tp1, . . . , pku on S (so each pi P ∆pSq) forms a
partitional system if (i) for all s P S, pipsq ą 0 implies pjpsq “ 0 for all j ‰ i, and (ii)
for all s,

řk
i“1 pipsq ą 0. In other words, every state s is supported by exactly one pi
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in the collection. In this Section, we show that IICC also implies that the abstract
measures considered above can be replaced by a partitional system.

For a fixed partition pEiq of U, µ PM, and s P S, consider the map

pµ,Ei, sq ÞÑ

ż

Ei

psusp¨q dµpp, uq

Each tuple pµ,Ei, sq induces a continuous and linear preference functional
ş

Ei
psusp¨q dµpp, uq

on ∆pC ˆW q. By the Expected Utility Theorem, this linear functional has a vN-M
utility representation which we denote by p̄ipsqūi,sp¨q, where ‖ūi,s‖8 “ 1. Thus, for all
α P ∆pC ˆW q, we have

p̄ipsqūi,spαq “

ż

Ei

ppsquspαq dµpp, uq

Then, p̄ipsqūi,s is a local EU representation of µ on Ei for state s. We do not index
p̄ipsqūi,s by the relevant pEiq and µ because these should be clear from the context.

Definition 6.8. Let µ PM and pEiq a partition of U. Then,
• A measure µ is Type Ia on Ei in state s if p̄ipsqūi,s “ 0, ie, if p̄ipsqūi,s is trivial.
• A measure µ is Type Ib on Ei in state s if p̄ipsqūi,s is non-trivial, p̄ipsqūs is constant

on ∆pC ˆ Zq, and `˚ maximizes p̄ipsqūi,s on ∆pC ˆW q.
• A measure µ is Type IIa on Ei in state s if p̄ipsqūi,s is non-trivial and not constant

on ∆pC ˆ Zq.
• A measure µ is Type IIb on Ei in state s if p̄ipsqūi,s is non-trivial, constant on

∆pC ˆ Zq, and there exists α P ∆pC ˆW q such that p̄ipsqūi,spαq ą p̄ipsqūi,spβq for
some (and hence all) β P ∆pC ˆ Zq.

It is easy to see that the above taxonomy of measures is both mutually exclusive
and exhaustive. Analogous to the definition in Section 3.1 above (and abusing notation),
for any α P ∆pC ˆW q we define

`

f ‘ε,s α
˘

ps1q :“

$

&

%

p1´ εqfpsq ` εα if s1 “ s

fpsq otherwise

Lemma 6.9. Let x be a finite menu, µ P Υpxq, and suppose there is a finite optimal
strategy ζµx with pEiq as the optimal partition of U, where ζµx pEiq “ fi P x. Suppose µ
is Type II (a or b) on some Ei in state s P S and there exists α P ∆pC ˆW q such that

ż

Ei

ppsqus
`

α ´ fipsq
˘

dµpp, uq ą 0

Then, the menu z :“ xztfiu Y tfi ‘ε,s αu is such that V pzq ą V pxq for all ε ą 0.
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Proof. Let µ P Υpxq so that V pxq “ V px, µq. If
ż

Ei

ppsqus
`

α ´ fipsq
˘

dµpp, uq ą 0

then it must necessarily be that µpEiq ą 0. The measure µ and the set Ei induce the
functional

Vipx, µ,Eiq :“

ż

Ei

max
fPx

ÿ

s

ppsquspfpsqq dµpp, uq

on X. Let V 0
i denote the restriction of Vi to Fp∆pC ˆW qq. By construction,

V 0
i pfq “

ż

Ei

ÿ

s

ppsquspfpsqq dµpp, uq

and because µpEiq ą 0, V 0
i is non-trivial. By hypothesis, we have V 0

i pf‘ε,sαq ą V 0
i pfiq.

Consider the menu z and the strategy which entails the choice of fj for pp, uq P Ej
when j ‰ i, and the choice of fi ‘ε,s α when pp, uq P Ei. This strategy delivers utility
bounded above by V pz, µq, ie,

V pz, µq ě
ÿ

j‰i

«

ż

Ej

ÿ

s

ppsqusfjpsqq dµpp, uq

ff

`

ż

Ei

ÿ

s

ppsquspfipsqq dµpp, uq

` ε

ż

Ei

ppsquspα ´ fipsqq dµpp, uq

“ V pxq ` ε

ż

Ei

ppsquspα ´ fipsqq dµpp, uq

ą V pxq

because
ş

Ei
ppsquspα ´ fipsqq dµpp, uq ą 0 by hypothesis. Noting that V pzq ě V pz, µq

by the definition of V completes the proof.

Let M0 :“ tΥptf1, . . . , fmuq : tf1, . . . , fmu generates x for some x P Xu. It fol-
lows from Lemma 6.6 that for all finite x,

max
µPM0

V px, µq “ max
µPM

V px, µq

In what follows, we shall restrict attention to finite menus and, therefore, it suffices to
consider the set M0. Let Υ0 : X0 Ñ M0 be defined as Υ0pxq “ Υpxq XM0.

Lemma 6.10. Let x0 :“ tf1, . . . , fmu be the generator set for some nice menu x,
and suppose µ P Υpx0q. Let Ji denote the states where fi is active, and also let pEiq
represent a finite optimal strategy (for µ) at x so that act fi is chosen in the cell Ei.
Then, µ is not Type II (a or b) at Ei in state s for all i “ 1, . . . ,m and s P J ci .
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Proof. Let µ P Υpx0q so that V pxq “ V px0q “ V px0, µq and suppose µ is Type II (a
or b) at Ei in state s P J ci . Note also that because x is nice, there is a unique ξ P Ξx

such that x „ Ipξq, and the generator of x is unique.
Case 1: First consider the case where fipsq is not a maximizer for p̄ipsqūi,sp¨q

on ∆pC ˆW q. Let f˚i be the act such that (i) f˚i ps1q “ fips
1q for all s1 ‰ s, and (ii)

f˚i psq maximizes p̄ipsqūi,sp¨q on ∆pC ˆW q, so that p̄ipsqūi,s
`

f˚i psq
˘

ą p̄ipsqūi,s
`

fipsq
˘

.
An act satisfying (ii) exists because µ is Type II at Ei in state s.

Now, consider the menu xi,ε :“ tf1, . . . , p1´ εqfi ` εf
˚
i , . . . , fmu. By Lemma 6.9,

V pxi,εq ą V pxq for all ε ą 0. Notice also that xi,ε Ñ x as εÑ 0.
For any ε ą 0, consider Ξxi,ε , and notice that the set-valued map ε ÞÑ Ξxi,ε is a

continuous, closed, and compact valued correspondence. By IICC (Axiom 4), there
exists ξ P Ξ̃xi,ε . Consider the maximization problem (parametrized by ε)

W pεq :“ maxV
`

Ipξq
˘

s.t. ξ P Ξxi,ε[P1]

Notice that W p0q “ V pxq and that because Ξi,ε is finite, a solution to [P1] always
exists. We claim that for any ε ą 0, the value of problem [P1] is precisely the value of
xi,ε, ie, W pεq “ V pxi,εq.

To see this, notice that from the proof of Lemma 6.2, it follows that V pxi,εq ě
V pIpξqq for all ξ P Ξi,ε. By IICC (Axiom 4), there exists ξ P Ξ̃xi,ε such that V pIpξqq “
V pxi,εq. Therefore, W pεq ě V pxi,εq. Combining the two inequalities establishes that
W pεq “ V pxi,εq for all ε ą 0.

By the Theorem of the Maximum — see for instance, Ok (2007, p306) — W

is continuous in ε. The Theorem of the Maximum also implies that the maximizer
correspondence is upper hemicontinuous, and therefore for any ξ˚ε that is optimal for
the problem [P1], the limit ξ˚0 :“ limεÑ0 ξ

˚
ε is also a maximizer. (The limit always

exists because Ξxi,ε is a continuous, closed, and compact valued correspondence.) The
continuity of W then implies that W p0q “ V pIpξ˚0 qq.

There are two possibilities now. The first is that for all ε˝ ą 0, there exists
ε P p0, ε˝q such that ξ˚ε psq “ p1´εqfi`εf˚i is active in state s. Because ξ˚0 “ limεÑ0 ξ

˚
ε ,

it follows that ξ˚0 psq “ fi, ie, fi is active in state s. In other words, ξ˚0 ‰ ξ. But we have
already established that W p0q “ V pxq “ V pIpξ˚0 qq, which contradicts the assumption
that x is nice, which rules out this first possibility.

The other possibility is that there exists an ε˝ ą 0 such that for all ε ă ε˝, the
act p1´ εqfi ` εf˚i is inactive in every such state s P J ci , ie, ξ˚ε psq ‰ p1´ εqfi ` εf˚i .
In this case, for all ε ă ε˝, we have ξ˚0 “ ξ˚ε . Because x is nice, it must necessarily
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be that ξ˚0 “ ξ. This implies that for all such ε, V pxi,εq “ W pεq “ W p0q “ V pxq.
But this contradicts our earlier observation (which follows from Lemma 6.9) that
V pxi,εq ą V pxq if µ is Type II at Ei in state s whenever fi is active in state s P Ji.
This contradiction rules out the second possibility, and completes the proof of the first
case.

Case 2: Suppose that fipsq is a maximizer for p̄ipsqūi,sp¨q on ∆pC ˆW q. If µ is
of Type IIa on Ei in state s P J ci , then p̄ipsqūi,sp¨q is not constant on ∆pC ˆZq. If µ is
of Type IIb on Ei in state s P J ci , then p̄ipsqūi,sp¨q is constant on ∆pC ˆ Zq. However,
in either case, there exists ` P L such that p̄ipsqūi,spfipsqq ą p̄ipsqūi,sp`psqq. (Such an `
exists because fipsq is a maximizer of p̄ipsqūi,sp¨q and by hypothesis that µ is of Type
II, there exists some β P ∆pC ˆ Zq that is not a maximizer.)

Consider the menu 1
2
x ` 1

2
`. By Lemma 6.7, we see that µ P Υpxq implies

µ P Υp1
2
x ` 1

2
`q. Because x is nice, x0, which satisfies V px0q “ V pxq, is the unique

generator set of x. L-Independence now implies that V p1
2
x0 `

1
2
`q “ V p1

2
x ` 1

2
`q.

Moreover, Lemma 6.7 says that 1
2
x` 1

2
` is nice. It follows immediately that 1

2
x0 `

1
2
`

is a generator set for 1
2
x` 1

2
`.

Now consider the nice menu 1
2
x ` 1

2
` with generator 1

2
x0 `

1
2
`, and let µ P

Υp1
2
x0`

1
2
`q. By construction, 1

2
fipsq`

1
2
`psq is not a maximizer of p̄ipsqūi,s on ∆pCˆW q

(although fipsq is), which means that we now satisfy the hypotheses of Case 1. Lemma
6.7 ensures that Υp1

2
x` 1

2
`q XΥpxq ‰ ∅ and that a finit optimal strategy at x is also

optimal at 1
2
x` 1

2
`. These facts allow us to establish that even in this case, µ cannot

be of Type II, which completes the proof.

Let x be nice and let µ P Υ0pxq. Let pEµ,x
i q be the partition induced by an

optimal strategy (for instance, one coming from the generators of x) given µ and
consider the mapping

pµ,Eµ,x
i , sq ÞÑ p̄ipsqūi,sp¨q “

ż

Eµ,xi

ppsqusp¨q dµpp, uq

Let tf1, . . . , fku be the unique generator set of x, and let Ji denote the set of states
where fi is active so pJiq is a partition of S. Now define

γiµ,x :“
ÿ

sPJi

p̄ipsq

pipsq :“

$

&

%

p̄ipsq{γ
i
µ,x if s P Ji

0 otherwise
[♣]

ûs :“ γiµ,xūi,s where i is such that s P Ji

25



and let

M̂ :“ tµ̂ P ∆pUq : supppµ̂q “ tppi, ûq : i “ 1, . . . , k where k ď n “ |S|uu

Note that γiµ,x ‰ 0 so that pi is well defined. To see this, suppose that γiµ,x “ 0. Then,
p̄ipsq “ 0 for all s P Ji. This implies that p̄ipsqūi,spfq “ 0 for all acts f , which implies
that tf1, . . . , fku „ tf1, . . . , fkuztfiu. That is, we can drop the act fi from the set
tf1, . . . , fku without any loss in utility, contradicting the assumption that tf1, . . . , fku

is the unique generator set of x.
Consider the mapping

Dpµ, x, pEµ,x
i qq ÞÑ µ̂ P M̂

where supp µ̂ “ tppi, ûq : i “ 1, . . . , ku, pi for i “ 1, . . . , k and û are defined in [♣], and
µ̂ itself is defined as

µ̂
`

ppi, ûq
˘

“ µ
`

Eµ,x
i

˘

Let M̂p Ă M̂ be the image of D. (The domain of D is easily defined, but notationally
cumbersome, and because omitting it will not cause any confusion in the sequel, we
refrain from a formal definition.)

A collection of probability measures tp1, . . . , pku on S (so each pi P ∆pSq) forms
a partitional system if (i) for all s P S, pipsq ą 0 implies pjpsq “ 0 for all j ‰ i, and
(ii) for all s,

řk
i“1 pipsq ą 0. In other words, every state s is supported by exactly one

pi in the collection.
A positive measure µ on U is elementary if its support is Dirac (degenerate) on

Us,`:psq and the support on ∆pSq is a partitional system of probability measures on S.
In other words, there exist p1, . . . , pk P ∆pSq and us P Us,`:psq for all s such that µ is
supported on the finite collection pp1, uq, . . . , ppk, uq where u “ pusqsPS. Rather than
saying that the marginal of µ on ∆pSq has support tp1, . . . , pku, we will often say in
the sequel that µ supports the partitional system ppiq.

With these definitions, it is clear that each µ̂ P M̂p is elementary. The following
proposition says that it is without loss of generality to restrict attention to measures
in M̂p. Towards this end, let us define V̂ : X0 Ñ R as

V̂ pxq :“ sup
µPM̂p

«

ÿ

i

”

max
fPx

ÿ

s

pipsquspfpsqq
ı

µppi, uq

ff

Proposition 6.11. For all nice x, V̂ pxq “ V pxq. Moreover, the supremum in the
definition of V̂ is attained.
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Proof. Let x be nice, µ P Υ0pxq, and tf1, . . . , fku the unique generator set of x. Let
us first prove that V pxq ď V̂ pxq. Let pEµ,x

i q be an optimal partition of U for µ at x,
and let µ̂ “ Dpµ, x, pEµ,x

i qq. Then,

V px, µq “
ÿ

i

max
fPx

„

ÿ

s

ż

Eµ,xi

ppsquspfpsqq dµpp, uq



“
ÿ

i

max
fPx

ÿ

s

p̄ipsqūi,spfpsqq

Lemma 6.10 says that µ cannot be of Type II (a or b) if s P J ci , and hence must be
either Type Ia or Type Ib. In either case, p̄ipsqūi,spfpsqq ď 0 “ p̄ipsqūi,sp`

:psqq for all
s P J ci . Therefore, it must be that

V pxq “ V px, µq ď
ÿ

i

max
fPx

ÿ

s

pipsqûspfpsqq “ V̂ px, µ̂q ď V̂ pxq

We now prove that V̂ pxq ď V pxq for all nice x. Suppose, by way of contradiction,
that V̂ px, µ̂q ą V pxq for some nice x and µ̂ P M̂p. Suppose the optimal strategy here
is to choose fi P x whenever the ‘interim information’ is ppi, uq.

Now recall that µ̂ “ Dpµ, y, pEµ,y
i qq for some µ P Υ0 and y P X0. Consider the

strategy ζµ that is constant on Eµ,y
i , ie, satisfies ζµpEµ,y

i q “ fi P x for each i (where fi
is the optimal choice when presented with the interim information ppi, uq). The value
of this strategy, V px, µ, ζµq, is given by

V px, µ, ζµq “
ÿ

i

«

ÿ

s

ż

Eµ,yi

ppsquspfipsqq dµpp, uq

ff

“
ÿ

i

«

ÿ

s

p̄ipsqūi,spfipsqq

ff

It follows from Lemma 6.10 that µ is not Type II (a or b) at Eµ,y
i in state s for all

s P J ci . (Note that the partition pJiq is generated by the unique ξ P Ξ̃y. Thus, pJiq does
not depend on x.) Therefore, for all such s P J ci , it must be that p̄ipsqūi,spfipsqq ď 0.
For such an s P J ci , if we replace fipsq by `˚, we obtain the new menu x1, which has
the property that V px1, µ, ζµx1q “ V̂ px, µ̂q. But this implies V px1q ě V̂ px, µ̂q ą V pxq,
where the strict inequality follows from our hypothesis. This violates IICC (Axiom 4)
and Continuity because x1 is obtained from x by replacing payoffs in acts in x by `˚,
so that x Á x1. This proves that V̂ pxq “ V pxq for all nice x.
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Now, to show that the maximum is achieved in the definition of V̂ pxq, observe
that for each nice x, there exists µ P Υ0pxq, so that

V pxq “ V px, µq definition of µ

ď V̂ px, µ̂q from proof of V pxq ď V̂ pxq above

ď V̂ pxq definition of V̂

ď V pxq because V̂ pxq ď V pxq as proved above

where µ̂ “ Dpµ, x, pEµ,x
i qq, µ P Υ0pxq, and pEµ,x

i q is a finite optimal strategy for µ at
x. Therefore, µ̂ is V̂ -optimal for x, as claimed.

Because V is Lipschitz, it follows immediately that V̂ is also Lipschitz on X0.
By Proposition 6.4, X0 is dense in X, so that V̂ uniquely extends to X. It is easy to
see that in the representation of V̂ , this amounts to replacing M̂p with its closure. In
what follows, we shall therefore assume that M̂p is closed and that V̂ is defined on X.

Thus far, we have shown that Á is represented by a function V : X Ñ R that
has the form

V pxq “ max
µPM

V px, µq[6.2]

where
• each µ PM is a positive elementary measure,

• V px, µq “
„

ř

pP∆pSq

ˆ

maxfPx
ř

sPS ppsqus
`

fpsq
˘

˙

µpp; uq



, and

• V p`;µq “ V p`;µ1q for all µ, µ1 PM and ` P L.

Lemma 6.12. Let µ be an elementary measure. Then, there exists an elementary
probability measure µ̂ such that for all x P X, V px, µq “ V px, µ̂q.

Proof. Let µ be supported on pp1, uq, . . . , ppk, uq, and let ‖µ‖1 be the total weight of
µ. (That is, ‖µ‖1 :“

ř

i µpppi, uqq.) For any s P S, define ûs :“ ‖µ‖1 us, and for any
p P ∆pSq, let µ̂pp, ûq :“ µpp, uq{ ‖µ‖1 where û “ pûsqsPS. It is easy to see that µ̂ so
defined is elementary and is also a probability measure.

Moreover, we have

V px, µ̂q “
ÿ

p

max
fPx

ÿ

s

µ̂pp, ûqppsqûspfpsqq

“
ÿ

p

max
fPx

ÿ

s

µpp, uq

‖µ‖1

ppsq ‖µ‖1 uspfpsqq

“ V px, µq
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which establishes the claim.

Two partitional systems of probability measures tp1, . . . , pku and tq1, . . . , qku are
similar if for all i “ 1, . . . , k, suppppiq “ supppqiq.

Every elementary probability measure µ on ∆pSq supports a partitional system.
We now show that we can replace, ie, without affecting utility considerations, µ by
another elementary probability measure µ̂ that supports another partitional system
that is similar to the partitional system supported by µ.

Lemma 6.13. Let µ be an elementary probability measure whose support is pp1, uq, . . . , ppk, uq.
Let tp̃1, . . . , p̃ku be a partitional system on ∆pSq that is similar to tp1, . . . , pku. Then,
there exists an elementary probability measure µ̃ with support pp̃1, ũq, . . . , pp̃k, ũq such
that for all x P X we have V px, µq “ V px, µ̃q.

Proof. Define ũs :“ ppipsq{p̃ipsqqus, and set µppi, uq “ µ̃pp̂i, ũq, where ũ “ pũsqsPS.
Then, we have

V px, µ̃q “
ÿ

i

max
fPx

ÿ

s

µ̃pp̃i, ũq p̃ipsq ũspfpsqq

“
ÿ

i

max
fPx

ÿ

s

µppi, uq pipsq uspfpsqq

“ V px, µq

which completes the proof.

Let µ be an elementary probability measure and define πµ P ∆pSq as

πµpsq :“
ÿ

p

µppq ppsq

Let π0 P ∆pSq and P :“ pJiq be a partition of S. Then, the conditional probability
induced by Ji is qip¨, π0 | Jiq where

qips; π0 | Jiq :“ π0ps | Jiq

for all Ji P P . It is easy to see that
`

qip¨, π0 | Jiq
˘

is a partitional system of probabilities
on S. Conversely, let µ be an elementary measure that supports the partitional system
ppiq. This induces the partition Pµ :“ pJiq of S where Ji :“ suppppiq.

Lemma 6.14. Let π0 P ∆pSq, µ an elementary probability measure that supports
the partitional system ppiq, and let pJiq be the partition of S induced by ppiq. Then,
there exists an elementary probability measure µ˚ such that
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(a) µ˚ supports the partitional system
`

qip¨, π0 | Jiq
˘

,
(b) πµ˚ “ π0, and
(c) V px, µq “ V px, µ˚q for all x P X.

Proof. Let µ and π0 be as hypothesized and consider the induced partitional system
`

qip¨; π0 | Jiq
˘

. By Lemma 6.13, there exists an elementary probability measure µ̃ that
supports

`

qip¨; π0 | Jiq
˘

while keeping utilities unaltered.
For each s, define the utility function

u˚s :“

«

ř

i µ̃
`

qips; π0 | Jiq, ũq
˘

1tsPJiu
ř

i π0pJiq1tsPJiu

ff

ũs

and observe that in the sums in both the numerator and denominator, only one term
is non-zero. Now, define the elementary probability measure µ˚ as follows: If s is
supported by qip¨; π0 | Jiq, set

µ˚
`

qip¨; π0 | Jiq, u
˚
˘

:“ π0pJiq

and 0 otherwise, which proves (a). With this definition, πµ˚psq “
ř

i µ
˚
`

pqip¨; π0 |

Jiq, u
˚q
˘

¨ qips; π0 | Jiq “ π0psq, as desired for the proof of (b). To see (c), notice that
we have

V px, µ˚q “
ÿ

i

max
fPx

ÿ

s

µ˚
`

qip¨; π0 | Jiq, u
˚
˘

qips; π0 | Jiq u
˚
s pfpsqq

“
ÿ

i

max
fPx

ÿ

s

π0pJiq qips; π0 | Jiq
µ̃
`

qip¨; π0 | Jiq, ũ
˘

π0pJiq
ũspfpsqq

“
ÿ

i

max
fPx

ÿ

s

qips; π0 | Jiq µ̃
`

qip¨; π0 | Jiq, ũ
˘

ũspfpsqq

“ V px, µ̃q “ V px, µq

which completes the proof.

We are now in a position prove Proposition 6.1.

6.1.3. Proof of Proposition 6.1

Proof of Proposition 6.1. We shall prove (a) implies (b). We have shown that given
the representation [�] in Theorem 1 and IICC (Axiom 4), V has the form in [6.2],
where every µ PM is an elementary (positive, but finite) measure. Lemma 6.12 shows
that it is without loss of generality to consider µ that are elementary probability
measures. Consider such a µ and suppose it supports the partitional system ppiq. Let
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Ji “ suppppiq, and notice that pJiq is a partition of S. Lemma 6.14 says that it is
without loss of generality to assume that every µ supports the partitional system
`

qip¨; π0 | Jiq
˘

(recall that qips; π0 | Jiq “ π0ps | Jiq) and also has the feature that
πµpsq :“

ř

i µ
`

qips; π0 | Jiq
˘

qips; π0 | Jiq “ π0psq for all s. (To ease notational burden,
in what follows we shall write qips; π0 | Jiq as qipsq.)

In particular, this last property implies that µpqi, uq “ π0pJiq and µpqi, uqqipsq “
π0pJiqπ0ps | Jiq. This implies

V px, µq :“
ÿ

i

«

max
fPx

ÿ

s

qipsq uspfpsqq

ff

µpqi, uq

“
ÿ

JiPP

«

max
fPx

ÿ

s

π0ps | Jiq uspfpsqq

ff

π0pJiq

“
ÿ

JiPP

«

max
fPx

ÿ

sPJi

π0ps | Jiq uspfpsqq

ff

π0pJiq

“: V 1px, π0, pP, uqq

In other words, the informational content of the elementary probability measure µ
is now encoded into the prior π0, the partition P “ pJiq, and the utility functions
u “ pusq. Let M1 be the collection of all such pairs pP, uq induced by elementary
probability measures in M. Then, we can write

V pxq “ max
µ

V px, µq

“ max
pP,uqPM1

V 1px, π0, pP, uqq

“: V 1pxq

where V 1pxq “ V pxq for all x P X; this proves the representation part.
Observe now — see [6.2] — that for all ` P L and µ, µ1 PM, we have V p`, µq “

V p`, µ1q. This implies that, for all ` P L and pP, uq, pP 1, u1q PM1, we have V 1p`, π0, pP, uqq “

V p`, π0, pP
1, u1qq.

Recall that `: P L is such that usp`:psqq “ 0 for all s P S. For any α P ∆pC ˆZq,
define ˆ̀s

α P L as

ˆ̀s
αps

1
q “

$

&

%

α if s1 “ s

`:ps1q otherwise

For all pP, uq, pP 1, u1q PM1, we then have V pˆ̀sα, π0, pP, uqq “ V pˆ̀sα, π0, pP
1, u1qq. Notice

that V pˆ̀sα, π0, pP, uqq “ π0psquspαq “ π0psqu
1
spαq “ V pˆ̀sα, π0, pP

1, u1qq. Since this is
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true for all α P ∆pC ˆ Zq, it follows that us and u1s are identical on C ˆ Z for all
pP, uq, pP 1, u1q PM1. This proves that (a) implies (b).

6.2. Separable Representation

We now investigate the implication of imposing State-Contingent Indifference to
Correlation (henceforth SCIC, Axiom 3).

Proposition 6.15. Let V be as in [6.1] and suppose V represents Á. Then, the
following are equivalent.
(a) Á satisfies SCIC (Axiom 3).
(b) There exist functions us P CpCq and a set M2

p consisting of pairs of pP, pvsqq where
P is a partition and vs P CpW q for each s such that pP, pvsqq, pP 1, pv1sqq P M2

p

implies vs|Z “ v1s|Z for all s P S, and V can be written as

V pxq “ max
pP,pvsqqPM2

p

ÿ

JPP

π0pJqmax
fPx

ÿ

s

π0ps | Jq
“

uspf1psqq ` vspf2psqq
‰

[6.3]

Before we prove the proposition, we introduce some notation and prove a lemma.
Suppose V : X Ñ R represents Á and takes the form [6.1]. For each pP, uq, define

V px, pP, uqq :“
ÿ

JPP

´

max
fPx

ÿ

sPJ

π0ps | Jq uspfpsqq
¯

π0pJq

to be the expected utility when the pair pP, uq is chosen from Mp.
For each α P ∆pC ˆW q, define the equivalence class rα s :“ tα1 P ∆pC ˆW q :

α1 “ α11, α2 “ α12u of lotteries with identical marginals over C and W . Consider now
the collection

M1
p :“

"

pP, u1q : pP, uq PMp, u
1
spαq “ min

α1Prα s
uspα

1
q, and α P ∆pC ˆW q

*

and observe that u1s : ∆pCˆW q Ñ R is continuous and linear11 so that u1s P CpCˆW q.
Moreover, for all pP, u1q, pP̂ , û1q PMp, u1s|CˆZ “ û1s|CˆZ . This implies that V p`, pP, u1qq
is independent of pP, u1q PM1

p.
Now define V 1 : X Ñ R as

V 1pxq :“ max
pP,u1qPM1

p

V px, pP, u1qq[6.4]

(11) It is easy to see that for all α1 P rα s and β1 P rβ s, p 12α
1 ` 1

2β
1qi “

1
2αi `

1
2βi for i “ 1, 2. This,

the continuity of u1sp¨;P q, and the fact that uspα
1;P q is linear in α1, immediately imply that

u1sp¨;P q is linear.
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Observe that V 1 is monotone, ie, x Ă x1 implies V 1pxq ď V 1px1q. This follows immedi-
ately from the form of V 1 in [6.4]. We claim that V 1 also represents Á.

Lemma 6.16. Let V and V 1 be defined as in [6.1] and [6.4] respectively. Then, for all
x P X, V pxq “ V 1pxq.

Proof. Because V is Lipschitz, it suffices to show that V pxq “ V 1pxq for all finite
x. Notice first that for all x P X, V 1pxq ď V pxq. To see this, fix x and let pP, u1q
be a maximizing pair for V 1. That is, V 1pxq “ V px, pP, u1qq. But V px, pP, u1qq ď
V px, pP, uqq ď V pxq, where the first inequality follows from the definition of u1s, which
entails that for each α P ∆pC ˆW q, u1spαq ď uspαq.

We shall now show that for all finite x P X, V pxq ď V 1pxq. Note first that for
each x and for any pP, uq that is optimal for x with P “ tJ1, . . . , Jmu, for i “ 1, . . . ,m

we can define the acts

fi :“ arg max
fPx

ÿ

s

π0ps | Jiq uspfpsqq

Then, we see that V pxq “ V
`

tf1, . . . , fmu
˘

, ie, tf1, . . . , fmu is the generator set of x.
Now define the act f̂i so that for each s P S,

f̂ipsq “ arg min
αPr fipsq s

uspαq

With this definition, we make the following observations.
(a) V ptf1, . . . , fmuq “ V ptf̂1, . . . , f̂muq by repeated application of SCIC (Axiom 3).
(b) V ptf̂1, . . . , f̂mu, pP, uqq “ V ptf̂1, . . . , f̂mu, pP, u

1qq for all pairs pP, uq and pP, u1q.
This follows from the definitions of u1s and f̂i, which imply that in any state s,
uspf̂ipsqq “ u1spf̂ipsqq.

(c) V ptf̂1, . . . , f̂muq “ V ptf̂1, . . . , f̂mu, pP̂ , ûqq where pP̂ , ûq is a maximizing pair in M1
p

for tf̂1, . . . , f̂mu under V .
(d) V ptf1, . . . , fmu, pP̂ , û

1qq “ V ptf̂1, . . . , f̂mu, pP̂ , û
1qq. This follows from the definitions

of û1 and f̂i, which imply that in any state s, û1spfipsqq “ û1spf̂ipsqq.
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We can now use these equalities to form the following chain.

V pxq “ V ptf1, . . . , fmuq definition of tf1, . . . , fmu

“ V ptf̂1, . . . , f̂muq established in (a) above

“ V ptf̂1, . . . , f̂mu, pP̂ , û
1
qq established in (c) above

“ V ptf1, . . . , fmu, pP̂ , û
1
qq established (d) above

ď V 1ptf1, . . . , fmuq definition of V 1

ď V 1pxq monotonicity of V 1

which completes the proof.

Proof of Proposition 6.15. It is easy to see that (b) implies (a). We now show that (a)
implies (b).

Lemma 6.16 implies we can replace V in [6.1] by V 1 in [6.4]. Moreover, from
the definition of V in [6.1], uspαq “ u1spαq for all pP, uq, pP 1, u1q P M1

p and for all
α P ∆pC ˆ Zq.

For any α P ∆pC ˆW q with marginals α1 and α2, let α1 b α2 P ∆pCq ˆ∆pW q

denote the product lottery with the same marginals. Recall that the lottery `: P L is
such that usp`:psqq “ 0 for all s. Given pP, uq, now define
• uspα1q :“ us

`

α1 b `
:

2psq
˘

(and notice uspαq “ u1spαq for all pP, uq, pP 1, u1q PMp and
for all α P ∆pC ˆ Zq because α1 b `

:

2psq P ∆pC ˆ Zq); and
• vspα2q :“ us

`

`:1psq b α2

˘

.
With these definitions, us P CpCq while vsp¨q P CpW q. Notice that the lotteries
1
2

`

α1bα2

˘

` 1
2
`:psq and 1

2

`

α1b `
:

2psq
˘

` 1
2

`

`:1psqbα2

˘

have identical marginals, which
implies that for every pP, uq,

us
`

1
2

`

α1 b α2

˘

` 1
2
`:psq

˘

“ us

´

1
2

`

α1 b `
:

2psq
˘

` 1
2

`

`:1psq b α2

˘

¯

This means we can write

1
2
us
`

α1 b α2

˘

` 1
2
us
`

`:psq
˘

“ us
`

1
2

`

α1 b α2

˘

` 1
2
`:psq

˘

“ us

´

1
2

`

α1 b `
:

2psq
˘

` 1
2

`

`:1psq b α2

˘

¯

“ 1
2
us
`

α1 b `
:

2psq
˘

` 1
2
us
`

`:1psq b α2

˘

“ 1
2
uspα1q `

1
2
vspα2q

where the second equality holds because usp¨q is constant on the equivalence class of
lotteries with identical marginals. The first and third equalities from the linearity of
usp¨q, while the last equality follows from the definitions of us and vsp¨q.
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But we have already stipulated that us
`

`:psq
˘

“ 0, which implies that for all s,
we have

us
`

α1 b α2

˘

“ uspα1q ` vspα2q

Substituting in [6.4] and invoking Lemma 6.16 gives us [6.3], as desired.

As always, for each pP, pvsqq PM2
p, define V px, pP, pvsqq as

V px, pP, pvsqq “
ÿ

JPP

π0pJqmax
fPx

ÿ

s

π0ps | Jq
“

uspf1psqq ` vspf2psqq
‰

6.3. Representation with Deterministic Continuation Utilities

Thus far, we have seen that Á has a representation as in [6.3]. We now impose
Concordant Independence (Axiom 5).

Proposition 6.17. Let V be as in [6.3] and suppose V represents Á. Then, the
following are equivalent.
(a) Á satisfies Concordant Independence (Axiom 5).
(b) V can be written as

V pxq “ max
PPM7

p

ÿ

JPP

«

max
fPx

ÿ

s

π0ps | Jq
“

uspf1psqq ` vspf2psq, P q
‰

π0pJq

ff

[6.5]

where M7
p is a finite collection of partitions P of S, us P CpCq, and vsp¨, P q P CpW q

for each s P S and P P M7
p, with the property that for all P, P 1 P M7

p, s P S,
vsp¨, P q|Z “ vsp¨, P

1q|Z .

For a fixed P in the representation in [6.3], let X 1
P and X̂P be defined as follows:

X 1
P :“

 

x : V pxq “ V
`

x, pP, pvsqq
˘

for some pP, pvsqq PM2
p and

V pxq ą V
`

x, pQ, pv1sqq
˘

for all pQ, pv1sqq PM
2
p such that P ‰ Q

(

X̂P :“
 

x : V pxq “ V
`

x, pP, pvsqq
˘

for some pP, pvsqq PM2
p and

V pxq ě V
`

x, pQ, pv1sqq
˘

for all pQ, pv1sqq PM
2
p such that P ‰ Q

(

Recall the choice problem x1pP q defined above. For each J P P , let

fJpsq “

$

&

%

pc`s , z
`
s q s P J

pc´s , z
´
s q otherwise

and define the menu x1pP q :“ tfJ : J P P u. That is, for any partition P , x1pP q is a
problem where the choice of P is optimal.
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Lemma 6.18. Let x P X 1
P . Then, for all λ P p0, 1q, p1´λqx`λx1pP q P X

1
P . Moreover,

V
`

p1´ λqx` λx1pP q
˘

“ V
`

p1´ λqx` λ`˚
˘

ą V
`

p1´ λqx` λx1pQq
˘

if, and only if,
P is not finer than Q.

Proof. We begin by establishing three claims.
(i) In the representation [6.3], vspz`s q ą vspz

´
s q for all s P S.

(ii) V px1pQqq ď V p`˚q for all Q P P.
(iii) V

`

x1pQq, pP, pvsqq
˘

“ V p`˚q if, and only if, P is finer than Q.
To see (i), observe that by a repeated application of IICC (Axiom 4),

“

`˚ ‘p1,sq pc
`
s , w

`
s q
‰

ą
“

`˚ ‘p1,sq pc
´
s , w

´
s q
‰

“ `˚ for all s P S. Because we have vspzq “ v1spzq for all z P Z and
pP, pvsqq, pP

1, pv1sqq PM
2
p in [6.3], vspz`s q ą vspz

´
s q follows for all s P S.

Given claim (i), and because uspc`s q ě uspc
´
s q for all s, claim (ii) follows by

evaluating V in [6.3] at x1pQq.
To establish claim (iii), consider first P finer than Q, then

V px1 pQq , pP, pvsqqq “
ÿ

JPP

π0 pJq max
fPx1pQq

ÿ

s

π0 ps |J q rus pf1 psqq ` vs pf2 psqqs

“
ÿ

JPP

π0 pJq
ÿ

s

π0 ps |J q
“

uspc
`
s q ` vspz

`
q
‰

“ V p`˚, pP, pvsqqq “ V p`˚q

Now suppose instead that P is not finer than Q. Then there must be J P P with s P J
such that

«

arg max
fPx1pQq

˜

ÿ

s1

π0 ps
1
|J q rus1 pf1 ps

1
qq ` vs1 pf2 ps

1
qqs

¸ff

psq “ `˚ psq

Then, by claim (i) and because uspc`s q ě uspc
´
s q for all s by construction, we find that

V p`˚q ą V
`

x1pQq, pP, pvsqq
˘

.
With the claims in hand, observe that

V pp1´ λqx` λx1pP qq ě V pp1´ λqx` λx1pP q, pP
1, ¨qq

for all pP 1, ¨q PM2
p. Let pvsq be such that pP, pvsqq PM2

p and V pxq “ V px, pP, pvsqqq.
Then

V pp1´ λqx` λx1pP q, pP, pvsqqq “ p1´ λqV pxq ` λV px1pP q, pP, pvsqqq

“ p1´ λqV pxq ` λV p`˚q “ V pp1´ λqx` λ`˚q

36



by claims (ii) and (iii). Moreover, for any other pQ, pv1sqq PM2
p,

V pp1´ λqx` λx1pP q, pQ, pv
1
sqqq “ p1´ λqV px, pQ, pv

1
sqqq ` λV px1pP q, pQ, pv

1
sqqq

ă p1´ λqV pxq ` λV p`˚q

where the strict inequality is because V px, pQ, pv1sqqq ă V pxq “ V px, pP, ¨qq (recall that
x P X 1

P ) and V px1pP q, pQ, pv
1
sqqq ď V p`˚q (claim (ii) above). This implies p1´ λqx`

λx1pP q P X
1
P . Moreover, it now follows immediately that V pp1´ λqx` λx1pP qq “

V pp1´ λqx` λ`˚q.
Finally, suppose P is not finer than Q. Consider the menu p1 ´ λqx ` λx1pQq

and suppose pP 1, ¨q P M2
p is optimal for this menu. Notice that if P 1 ‰ P , then

V px, pP 1, ¨qq ă V px, pP, ¨qq “ V pxq by virtue of x P X 1
P , and that if P “ P 1, then

V px1pQq, pP, ¨qq ă V p`˚q by case (iii) because P is not finer than Q. Thus,

V
`

p1´ λqx` λx1pQq
˘

“ V
`

p1´ λqx` λx1pQq, pP
1, ¨q

˘

“ p1´ λqV px, pP 1, ¨qq ` λV px1pQq, pP
1, ¨qq

ă p1´ λqV px, pP, ¨qq ` λV p`˚q “ V
`

p1´ λqx` λ`˚
˘

It is immediate that V pp1´ λqx` λx1pQqq “ V pp1´ λqx` λ`˚q if Q coarser than P ,
which completes the proof.

Lemma 6.19. X 1
P is convex and consists of concordant choice problems.

Proof. Consider x, y P X 1
P . By Lemma 6.18, 1

2
x` 1

2
x1pP q P X

1
P and V p1

2
x` 1

2
x1pQqq “

V p1
2
x ` 1

2
`˚q if, and only if, Q is coarser than P , and the same is true for y. Hence,

1
2
x ` 1

2
x1pQq „

1
2
x ` 1

2
`˚ if, and only if, 1

2
y ` 1

2
x1pQq „

1
2
y ` 1

2
`˚ for all Q P P,

which establishes that x and y are concordant (as in Definition 4.1). By Concordant
Independence (Axiom 5), x, y, and 1

2
x` 1

2
y are concordant. Concordant Independence

(Axiom 5) also implies that V is linear on a concordant set of menus, so that V p1
2
x`

1
2
yq “ 1

2
V pxq ` 1

2
V pyq.

Now suppose pQ, pv1sqq P M2
p is optimal for 1

2
x ` 1

2
y. By the representation in

[6.4], V p1
2
x` 1

2
yq “ V p1

2
x` 1

2
y; pQ, pv1sqqq “

1
2
V px; pQ, pv1sqqq `

1
2
V py; pQ, pv1sqqq. Since

V pxq ě V px; pQ, pv1sqqq and V pyq ě V py; pQ, pv1sqqq for all Q P P, it must be that
V px; pQ, pv1sqqq “ V pxq. Because x P X 1

P , Q “ P , ie, 1
2
x` 1

2
y P X 1

P .
Standard continuity arguments now imply that every z P rx, ys is concordant

with x and y and the argument above establishes that Q “ P for any maximizer
pQ, pv1sqq at z, ie, X 1

P is convex.
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Lemma 6.20. For each x P X, there exists pP, pvsqq PM2
p such that x P clpX 1

P q.

Proof. Let x P X̂P1 X ¨ ¨ ¨ X X̂Pn and suppose n ě 2 (because if n “ 1, then x P

X 1
P Ă clpX 1

P q). Without loss of generality, suppose that none of P2, . . . , Pn are finer
than P1. In analogy to the arguments in the proof of Lemma 6.18, we find that
V pp1´λqx`λx1pP1q, pP1, pv

1
sqqq “ V pp1´λqx`λ`˚q ą V pp1´λqx`λx1pP1q, pPi, pv

i
sqqq

for some v1
s with pP, pv1

sqq P M2
p and all pPi, pvisqq P M2

p for i “ 2, . . . , n. That is,
p1´ λqx` λx1pP1q P X

1
P1

for all λ P p0, 1q, which implies x P clpX 1
P1
q as claimed.

Lemma 6.21. Let x P X 1
P and let Yx denote the set of choice problems that (i) are

concordant with x, and (ii) have a unique optimal partition. Then, Yx “ X 1
P .

Proof. By hypothesis, P is uniquely optimal for x. Let Q ‰ P be optimal for y P Yx.
Because V is L-affine, we may assume without loss of generality, that x „ y. (This
is made clear in the proof of Lemma 6.19.) If P is not finer than Q, by Lemma 6.18,
p1´ λqy` λx1pQq ą p1´ λqx` λx1pQq, which contradicts our assumption that x and
y are concordant. Conversely, if Q is not finer than P , then an analogous argument
establishes that p1´ λqx` λx1pP q ą p1´ λqy ` λx1pP q, which also contradicts our
assumption that x and y are concordant. Therefore, P must be the unique optimal
partition for any y P Yx. Thus, Yx Ă X 1

P . That X 1
P Ă Yx is an immediate consequence

of Lemma 6.19.

Notice that replacing M2
p with its weak* closure (in the event that it is not weak*

compact) in [6.3] does not affect the representation. Therefore, we shall now assume
that M2

p is weak*-compact.

Lemma 6.22. Let x P clpX 1
P q. Then, there exists pvsq such that pP, pvsqq P M2

p is
optimal for all y P clpX 1

P q.

Proof. By Lemma 6.21, Yx Ă X 1
P which, by Lemma 6.19, is convex. By Concordant

Independence, Á |X 1P satisfies Independence. That is, V |X 1P is linear. It follows from
Corollary 7.3 and Lemma 7.5 below that there exists pvsq such that pP, pvsqq is optimal
for all x P X 1

P . Continuity now implies that pP, pvsqq is optimal for all x P clpX 1
P q.

It follows that we can replace the setM2
p by a finite collection tpP1, pv

1
sqq, . . . , pPn, pv

n
s qqu “

M7
p as in [6.5]. Thus, we have shown that (a) implies (b) in Proposition 6.17. That (b)

implies (a) is clear.
With the representation in [6.5] in hand, for any partition P PM7

p, we define

V px, P q “
ÿ

JPP

max
fPx

”

ÿ

s

π0ps | Jq
“

uspf1psqq ` vspf2psq, P q
‰

π0pJq
ı
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which is the utility of a menu, conditional on an initial information choice.

6.4. Proof of Theorem 2

Given the representation in [6.5], we complete the proof that the Axioms 1–5 imply
the representation in Theorem 2 by showing that vspw, ¨q ě vspz

´
s , ¨q for all w P W .

Notice that M7
p in [6.5] is finite and can be taken to be minimal (in the sense

that if N7
p is another set that represents V as in [6.5], then M7

p Ă N7
p) without affecting

the representation. Recall that X˚ :“ tp1´ tqx` t`˚ : x P X is finite, t P p0, 1qu.

Lemma 6.23. Let Á have a representation as in [6.5]. For all P PM7
p, there exists a

finite x P X 1
P XX

˚ that can be written as x “ 1
2
x1 ` 1

2
x1pP q for some x1 P X.

Proof. The finiteness and minimality of M7
p in [6.5] implies that for any P PM7

p, there
exists an open set O Ă X 1

P . Because the spaceX˚ is dense inX, there exists x1 P OXX˚.
It follows immediately from the representation in [6.5] that x :“ 1

2
x1`1

2
x1pP q P X

1
PXX

˚,
as claimed.

Lemma 6.24. Let Á have a representation as in [6.5]. For all P P M7
p, vspw,P q ě

vspz
´
s , P q.

Proof. Suppose instead that vs pw,P q ă vs pz
´
s , P q. Consider x P X 1

P X X˚ which
exists by Lemma 6.23. Then, for ε ą 0 small enough such that P remains optimal,
rx‘ε,s z

´
s s ą rx‘ε,s ws. To see this, suppose f is such that f ‘ε,s pc´s , wq is chosen

optimally from the menu x‘ε,s w. Then, vs pw,P q ă vs pz
´
s , P q implies

p1´ εqruspf1psqq ` vspf2psq, P qs ` ε
“

uspc
´
s q ` vspw,P q

‰

ă p1´ εq ruspf1psqq ` vspf2psq, P qs ` ε
“

uspc
´
s q ` vspz

´
s , P q

‰

This implies V px‘ε,s z´s q ą V px‘ε,s wq. But this contradicts part (a) of IICC (Axiom
4), which requires that rx‘ε,s ws Á rx‘ε,s z

´
s s for all w P W .

That the representation in Theorem 2 implies the Axioms is straightforward.

7. Convex Duality

We review some notions from convex analysis. Our review follows Ekeland and Turnbull
(1983).
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Let X be a Banach space, X˚ its norm dual, C Ă X, and f : C Ñ X a convex
and Lipschitz function. The subdifferential of f at x P C is Bfpxq :“ tx˚ P X˚ :

xy ´ x, x˚y ď fpyq ´ fpxq for all y P Cu. A necessary and sufficient condition for the
existence of a subdifferential at x P C is that there exists K ě 0 such that for all y P X,
fpxq ´ fpyq ď K ‖y ´ x‖. To see this, recall that the set epipfq :“ tpx, tq P X ˆR :

t ě fpxqu, the epigraph of the function f , is a convex set (if, and only if, f is a convex
function). For each x P C, we define Apxq :“ tpy, tq P X ˆR : fpxq ´ t ą K ‖y ´ x‖u.
It is easy to see that the set Apxq is (i) nonempty, (ii) convex, and (iii) open. It is also
easy to show that epipfq XApxq “ ∅, so there exists a non-vertical hyperplane that
separates the two sets. Following the arguments in Gale (1967), we can conclude that
Bfpxq ‰ ∅, and moreover, there exists x˚ P Bfpxq such that ‖x˚‖ ď K. This is the
content of the Duality Theorem of Gale (1967). (Indeed, Gale (1967) also shows that
local Lipschitzness is a necessary condition for Bfpxq to be nonempty.) We will rely
on the following result in the sequel.

Proposition 7.1 (Duality Theorem in Gale (1967)). Let C Ă X be convex and
suppose f : C Ñ R is convex and Lipschitz of rank K. Then, there exists x˚ P Bfpxq
such that ‖x˚‖ ď K.

In what follows, we will denote by BKfpxq :“ tx˚ P Bfpxq : ‖x‖ ď Ku. For each
x˚ P X˚ and a P R, we can define the continuous affine functional ϕp¨, x˚q : X Ñ R as
ϕpy;x˚q :“ xy, x˚y´a. The function ϕ ď f for all y P C if, and only if, xy, x˚y´a ď fpyq,
and is exact at x P C if ϕpx;x˚q “ fpxq. If ϕ is exact, the value of a which makes
it so is given by ´apx˚q :“ fpxq ´ xx, x˚y. Therefore, x˚ P Bfpxq if, and only if, the
continuous affine functional ϕpy;x˚q “ fpxq ` xy ´ x, x˚y ď fpyq for all y P C with
ϕpx;x˚q “ fpxq. In other words, x˚ P Bfpxq if, and only if, ϕpy;x˚q “ fpxq`xy ´ x, x˚y

is a supporting hyperplane for the graph of f at x.
Notice that for any intercept a ě apx˚q, xx, x˚y ´ a ă xx, x˚y ´ apx˚q, so

apx˚q “ infra P R : fpxq ě xx, x˚y ´ as “ suprx P C : xx, x˚y ´ fpxqs. This smallest
intercept is the Fenchel conjugate of f , and is denoted by f ‹ : X˚ Ñ R Y t´8,`8u,
and is given by

f ‹px˚q :“ sup
xPC

“

xx, x˚y ´ fpxq
‰

Proposition 2 of Ekeland and Turnbull (1983) shows that x˚ P Bfpxq if, and only if,
fpxq ` f ‹px˚q “ xx, x˚y.

By Proposition 7.1, it follows that for Lipschitz f , the conjugate function is given
by f ‹px˚q :“ maxxPC

“

xx, x˚y ´ fpxq
‰

. We now show that for positively homogeneous
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functions, the conjugate function f ‹ is identically 0.

Proposition 7.2. Let C Ă X be a convex cone, and let f : C Ñ R be convex and
Lipschitz. Then, the following are equivalent:
(a) f is positively homogeneous, ie, fpλxq “ λfpxq for all λ ą 0;
(b) f ‹px˚q P R implies f ‹px˚q “ 0.

Proof. Suppose f ‹ “ 0. Fix x P C, and recall that because f is convex and Lipschitz,
there exists x˚ P Bfpxq. This implies fpxq “ xx, x˚y. It is easy to see that x˚ P Bfpλxq
for all λ ą 0, so that fpλxq “ λfpxq. That is, f is positively homogeneous.

Now suppose f is positively homogeneous. Fix x P C and suppose x˚ P Bfpxq.
We will first show that for any λ ą 0, x˚ P Bfpλxq. Then, by the definition of
Bf , for any y P C, xy ´ x, x˚y ď fpyq ´ fpx˚q. Now let λ ą 0 and let y P C be
arbitrary. Because C is a cone, there exists z P C such that λz “ y. This implies
xy ´ λxy “ λ xz ´ x˚y ď λ

“

fpzq´fpxq
‰

“ fpyq´fpλxq, which proves that x˚ P Bfpxq
implies x˚ P Bfpλxq for all λ ą 0.

Now suppose x˚ is such that f ‹px˚q P R. Because f is positively homogeneous,
we have fp0q “ 0. (To see this, note that fp0q “ fp2 ˆ 0q “ 2fp0q which implies
fp0q “ 0.) Therefore, f ‹px˚q ě x0, x˚y ´ fp0q “ 0. Now suppose f ‹px˚q ą 0. Then, for
any ε P p0, f ‹px˚qq, there exists x P C such that f ‹px˚q ´ ε “ xx, x˚y ´ fpxq ą 0. But
then we can choose λ ą 0 such that xλx, x˚y´fpλxq ą f ‹px˚q, which is a contradiction.
Therefore, it must be that f ‹px˚q “ 0.

This allows us to establish the following corollary.

Corollary 7.3. Let C Ă X be a convex cone, and f P RC be convex, Lipschitz, and
positively homegeneous. Then, there exists a weak* compact set M Ă X˚ such that
fpxq “ maxrxx, x˚y : x˚ PMs.

Proof. We have already established that for each x P C, there exists x˚ P Bfpxq such
that ‖x˚‖ ď K, where K is the Lipschitz constant of f . We have also established
that x˚ P Bfpλxq for all λ ě 0. Therefore, fpyq ě xy, x˚y for all y P C. Letting
M “ clptx˚ P Bfpxq : x P C, ‖x˚‖ ď Kuq (in the weak* topology) establishes the
claim.

If C is convex and A Ă C is also convex, then f : C Ñ R is A-affine if for all
x P C, a P A, and t P p0, 1q, we have fptx` p1´ tqaq “ tfpxq ` p1´ tqfpaq.

For a fixed x P C, notice that f is affine on the set chptxu Y Aq. Let Ex be the
collection of all (convex) subsets of C such that if E P Ex then (i) x P E and (ii) f |E
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is affine. A simple application of Zorn’s lemma shows that for each x P C, there is a
largest set Ex that contains x and where f |Ex is affine.

Notice that there exist x P X such that this maximal set Ex is not unique.
Indeed, for any a P A, and x, y P C such that f is not affine on rx, ys (the closed line
segment joining x and y), then a P Ex XEy, but Ex YEy (or it’s convex hull) is not a
member of Ea.

If f is Lipschitz continuous (as we shall assume below), then it is easy to see
that the set Ex must be closed as well.

Proposition 7.4. Let C Ă X be a convex set, and f P RC be convex and Lipschitz
of rank K. Let A Ă C be convex and suppose that 0 P A, fp0q “ 0, and that f is
A-affine. Then, for each x, there exists x˚ P X˚ such that x˚ P BfKpyq for all y P Ex
where Ex is defined above. Moreover, there exists a weak* compact set Mf Ă X˚

such that fpxq “ maxrxx, x˚y : x˚ P Mf s and xa, x˚y is independent of x˚ P Mf for
all a P A.

Proof. Fix x P C, let y1, . . . , yn P Ex, and define y :“ 1
n

ř

i n. Then, by Proposition
7.1, there exists y˚ P BKfpyq. Recall the affine function ϕp¨, y˚qX :Ñ R given by

ϕpx; y˚q :“ xx´ y, y˚y ` fpyq

The affine function ϕ satisfies the following two properties:
• fpxq ě ϕpx; y˚q for all x P C, and
• fpyq “ ϕpy; y˚q.
The first requirement implies that fpyiq ě ϕpyi; y

˚q for all i “ 1, . . . , n. Summing
up and dividing by n, we see that 1

n

ř

i fpyiq ě
1
n

ř

i ϕpyi; y
˚q. However, f restricted

to Ex is affine which implies 1
n

ř

i fpyiq “ fpyq; similarly, ϕ is affine, which implies
1
n

ř

i ϕpyi; y
˚q “ ϕpy; y˚q.

But we have noted above that fpyq “ ϕpy; y˚q, which is possible if, and only if,
fpyiq “ ϕpyi; y

˚q for all i “ 1, . . . , n. But this is equivalent to saying that y˚ P BKfpyiq.
For any y P Ex, BKfpyq is a (nonempty) closed (and hence compact) subset

of tx˚ P X˚ : ‖x˚‖ ď Ku.12 Thus, pBKfpyqqyPEx is a collection of closed subsets
of the compact set tx˚ P X˚ : ‖x˚‖ ď Ku. But we have just established that for
any y1, . . . , yn P Ex,

Şn
i“1 BKfpyiq ‰ ∅. In other words, the collection of closed sets

pBKfpyqqyPEx has the finite intersection property. The compactness of tx˚ P X˚ :

(12) By the Banach-Alaoglu Theorem — see, for instance, Theorem 6.25 of Aliprantis and Border
(1999) — the set tx˚ P X˚ : ‖x˚‖ ď Ku is a weak* compact subset of the dual X˚.
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‖x˚‖ ď Ku then implies that
Ş

yPEx
BKfpyq ‰ ∅. Thus, there exists ζx P

Ş

yPEx
BKfpyq

which proves the first part.
Fix this ζx and notice that ϕpy; ζxq “ fpyq for all y P Ex. Because 0 P A,

this implies ϕp0; ζxq “ 0. In other words, f ‹pζxq “ 0. (In geometric terms, the
supporting hyperplane determined by ζx passes through the origin.) Now, let Mf :“

cl ptζx P X˚ : x P Cuq. It is immediate that Mf is closed. Because fpaq “ xa, ζxy for all
x P C, it follows that the same holds for all x˚ PMf , which completes the proof.

We end with an easy observation.

Lemma 7.5. Let C Ă X be a convex set, and f P RC , and Mf a weak* compact
subset of X˚ such that for all x P C, fpxq “ maxrxx, x˚y : x˚ PMf s. (This implies f
is convex and Lipschitz of rank K for some K.) Let C0 Ă C be convex. Then, the
following are equivalent.
(a) The function f |C0 is linear.
(b) There exists x˚0 PMf such that x˚0 P

Ş

xPC0
BKfpxq (which is equivalent to saying

that fpxq “ xx, x˚0y for all x P C0).

Proof. It is easy to see that (b) implies (a). To prove that (a) implies (b), we shall prove
the contrapositive. So, suppose

Ş

xPC0
BKfpxq “ ∅. Then, there exist x1, . . . , xn P C0

such that
Şn
i“1 BKfpxiq “ ∅. Let x̄ “ 1

n

řn
i“1 xi.

Then, for all x˚ PMf we have
• xxi, x˚y ď xxi, x˚i y “ fpxiq for all i “ 1, . . . , n, and
• xxi, x˚y ă xxi, x˚i y “ fpxiq for some i P t1, . . . , nu
This implies 1

n

ř

i xxi, x
˚y “ xx̄, x˚y ă 1

n

ř

i fpxiq. Since this is true for all x
˚ PMf , and

because Mf is compact, it follows that fpx̄q “ maxrxx̄, x˚y : x˚ PMf s ă
1
n

ř

i fpxiq,
which proves that f is not linear on C0, as claimed.
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