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Supervised Learning

● Data are labeled with pre-defined classes
○ input and output (xi , yi)

● Goal: Given input data, predict output
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[3]



Optimization Problem: Example

Linear regression:

● input: data X ⊂        
● output: labels Y ⊂ 
● predictor for any x ∈ X is 
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Notes:

● different w and b give different functions f
● Weights: parameters

[1]



Optimization Problem: Parametric Methods

1. Select a form for the function
2. Learn the coefficients for the function from the training data.

● Ex. linear regression: parameters are w and b 
● Ex. neural network: loss function is a function of parameters and data
● Note: can NOT change data. CAN change parameters 
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Main Point: changing parameters to get the ‘best’ model



Optimization Problem: Parametric Methods
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Optimization Problem: Extended…
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Deep Learning Neural Nets
CNNS
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Neural Networks Overview

Procedure:

1. input: given data
2. linear transformation: matrix multiplication
3. apply nonlinearity σ
4. repeat …
5. output: features
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Learn feature matrix S and coefficients w 

Classifier:

σ

[1] [2]



Neural Networks Overview
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Neural Networks: Activation Function

ReLU
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types of nonlinearities σ(⋅) 

Sigmoid/Logistic Hyperbolic Tangent



Universal Approximation Theorem

Any continuous function f: [0,1]n → [0,1] can be approximated arbitrarily well by a 

neural network with at least 1 hidden layer with a finite number of weights [5]
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Convolutional Neural Network (CNN): Overview

Procedure:

1. input: given data
2. linear transformation: convolution
3. apply nonlinearity σ
4. repeat …
5. output: features
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CNN: Convolution

Convolution x * w
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CNN: Convolution

Convolution x * w
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CNN: Convolution

Convolution x * w
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CNN: Process
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[4]
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convolve the filter 
with the image

(slide over the image 
spatially, computing 

dot products 

CNN: Process
[4]
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consider a second 
filter

CNN: Process
[4]
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Ex: say we 
have 6 of these 
5x5 filters

get “new 
image” of size 
28x28x6

CNN: Process
[4]
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Apply an activation 
function/nonlinearity
eg. ReLU

CNN: Process
[4]
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Repeat

Hidden 
Layer

Hidden 
Layer

CNN: Process
[4]



CNN: Learn Features
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Each layer learns higher dimensional features

1st layer learns to 
identify basic structural 
elements (eg. edges, 
color blobs)

[8]



CNN: Learn Features
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Each layer learns higher dimensional features

after many layers, it can 
learn hierarchical 
structure

[8] [8]



Summary
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Thank you!
Questions?
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Neural Networks: Additional Terminology
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● Features at each layer can be studied
● Hidden layers: intermediate layers that create features

○ wide: lots of features/neurons
● Weights (ie. parameters): matrices S 
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● class labels are unknown
● Goal: Given input data, establish 

the existence of classes

Unsupervised Learning

trying to find picture for example

[6]



Convolutional Neural Network Overview
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Feature extraction



Convolutional Neural Network Overview

what is convolution (explain convolution of x with w) - sticky note example

then do nonlinearity (sigma (x * w) thing)

basic idea: linear transformation (convlution) then activation function and keep 
repeating
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detecting edges eg in the book pg 47 (kinda like intermediate features)
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CNN example with two vectors (like pg 44)

then the bird example: 
https://machinelearningmastery.com/how-to-visualize-filters-and-feature-maps-i
n-convolutional-neural-networks/
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https://machinelearningmastery.com/how-to-visualize-filters-and-feature-maps-in-convolutional-neural-networks/
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