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Abstract

We document that consumption growth rates are far from iid and have a highly persistent
component. First, we estimate univariate and multivariate models of cash-flow (consumption,
output, dividends) growth that feature measurement errors, time-varying volatilities, and mixed-
frequency observations. Monthly consumption data are important for identifying the stochastic
volatility process; yet the data are contaminated, which makes the inclusion of measurement er-
rors essential for identifying the predictable component. Second, we develop a novel state-space
model for cash flows and asset prices that imposes the pricing restrictions of a representative-
agent endowment economy with recursive preferences. To estimate this model we use a particle
MCMC approach that exploits the conditional linear structure of the approximate equilibrium.
Once asset return data are included in the estimation, we find even stronger evidence for the
persistent component and are able to identify three volatility processes: the one for the pre-
dictable cash-flow component is crucial for asset pricing, whereas the other two are important
for tracking the data. Our model generates asset prices that are largely consistent with the
data in terms of sample moments and predictability features. The state-space approach allows
us to track over time the evolution of the predictable component, the volatility processes, the
decomposition of the equity premium into risk factors, and the variance decomposition of asset

prices.
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1 Introduction

The dynamics of aggregate consumption play a key role in business cycle models, tests of the
permanent income hypothesis, and asset pricing. Perhaps surprisingly, there is a significant dis-
agreement about the basic time series properties of consumption. First, while part of the profession
holds a long-standing view that aggregate consumption follows a random walk, e.g., Hall (1978)
and Campbell and Cochrane (1999), the recent literature on long-run risks (LRR), e.g., Bansal and
Yaron (2004) and Hansen, Heaton, and Li (2008), emphasizes the presence of a small persistent
component in consumption growth.! Second, while time-varying volatility was a feature that until
recently was mainly associated with financial time series, there is now a rapidly growing litera-
ture stressing the importance of stochastic volatility in macroeconomic aggregates, e.g., Bansal
and Yaron (2004), Bloom (2009), and Fernandez-Villaverde and Rubio-Ramirez (2011), and the

occurrence of rare disasters, e.g., Barro (2009) and Gourio (2012).

Studying consumption growth dynamics leads to the following challenge. On the one hand, it
is difficult to identify time variation in volatility based on time-aggregated data, e.g., Drost and
Nijman (1993), which favors the use of high-frequency monthly data. On the other hand, monthly
consumption growth data are contaminated by measurement error, e.g., Slesnick (1998) and Wilcox
(1992), which mask the dynamics of the underlying process. We address this challenge by developing
and estimating a novel Bayesian state-space model with an elaborate measurement error component
that is consistent with the view that annual and quarterly consumption data are more accurate
than monthly data. The model is tailored toward monthly data, but a mixed-frequency approach
enables us to accommodate the longest span of annual consumption growth data starting from the

Great Depression era.

In the first part of our empirical analysis we provide strong evidence for a persistent component
of consumption growth as well as its time-varying volatility, which contradicts the commonly held
view that consumption follows a random walk. The combination of measurement errors and the
local-level component in “true” consumption growth in our empirical model allows us to generate
the strong second-order moving average (MA(2)) component in observed consumption growth. Our
basic empirical finding is robust across a wide range of model specifications that include univariate
models for consumption growth as well as bivariate models with either output or dividend growth
as second observable. The bivariate models feature a common persistent factor in cash-flow growth

rates. An important conclusion from our analysis is that plausible models of observed monthly con-

!The literature on robustness, e.g., Hansen and Sargent (2007), highlights that merely contemplating low-frequency

shifts in consumption growth can be important for macroeconomic outcomes and asset prices.



sumption growth need to contain a MA(2) component, while macroeconomic models that confront

monthly data should filter out the high-frequency movements attributable to measurement errors.

In the second part of our empirical analysis, we embed the cash-flow process into a representative
agent endowment economy as in Bansal and Yaron (2004). This model is referred to as long run
risks (LRR) model. When asset returns are added to the set of observables and the LRR model
is jointly estimated with the dynamics of consumption and dividend growth, the credible intervals
for a common persistent component in cash-flow growth rates are further sharpened and three
separate volatility components are identified: one governing dynamics of the persistent cash-flow
growth component, and the other two controlling temporally independent shocks to consumption
and dividend growth. The stochastic volatility process for the persistent component is important
for asset prices, while the other two volatility processes are important for tracking the data. We
show that the estimated LRR model generates asset prices that are largely consistent with the
data. Moreover, we demonstrate that if we replace the parameters of the cash-flow processes from
the joint estimation by those obtained from the cash-flow-only estimation, the LRR model still has

by-and-large realistic asset pricing implications.

In addition to the empirical results, our paper also contains an important technical innovation.
To incorporate market returns and the risk-free rate into the state-space model that is used for
the second part of the empirical analysis, we have to solve for the asset pricing implications of the

2 Unlike in the cash-flow-only

LRR model to obtain measurement equations for these two series.
specifications, the model with asset prices has the feature that the volatility processes also affect
the conditional means of the asset prices. This considerably complicates the evaluation of the
likelihood function with a nonlinear filter as well as the implementation of Bayesian inference. In
fact, due to the high-dimensional state space that arises from our measurement error model and
the mixed-frequency setting, this nonlinear filtering is a seemingly daunting task. We show how to
exploit the partially linear structure of the state-space model to derive a very efficient sequential

Monte Carlo (particle) filter.

Unlike the generalized method of moments (GMM) approach that is common in the LRR litera-
ture, our sophisticated state-space approach lets us track the predictable component x; as well as
the stochastic volatilities over time. In turn, this allows us to construct period-by-period decom-
positions of risk premia and asset price variances. Our Bayesian approach allows us to account

for three types of statistical uncertainties in a unified manner: parameter uncertainty, uncertainty

2In order to solve the model, we approximate the exponential Gaussian volatility processes by linear Gaussian
processes such that the standard analytical solution techniques that have been widely used in the LRR literature can
be applied. The approximation of the exponential volatility process is used only to derive the coefficients in the law

of motion of the asset prices.



about the hidden states, and uncertainty about future (or hypothetical shocks). These three types
of uncertainty feature prominently in our empirical results. Depending on the question at hand, we
present in some instances credible bands for our results reflecting multiple sources of uncertainty,
e.g., when we provide bands for the predictable component of cash flows; and in other instances, to
facilitate clear comparisons across parameterizations, we focus on the dominating source of uncer-
tainty, e.g., shock uncertainty when we examine the model-implied sample moments of asset prices

or the sampling distribution of R?’s from predictability regressions.

Our empirical analysis starts with the estimation of a state-space model according to which
consumption growth is the sum of an #id and an AR(1) component, focusing on the persistence p
of the AR(1) component. We show that once we include monthly measurement errors that average
out at the annual frequency, the fit of the model improves significantly, and we obtain an estimate
of p around 0.92.3 Using a battery of model specifications, we show that our measurement error
model in which measurement errors account for half of the variation in monthly consumption is the
preferred one. We further show that the estimation of the monthly model with measurement errors
leads to a more accurate estimate of p than the estimation with time-aggregated data. Importantly,
adding stochastic volatility leads to a further improvement in model fit, a reduction in the posterior
uncertainty about p, and an increase in the point estimate of p to 0.95. Because consumption
is generally viewed as being influenced by output fluctuations, we use our framework to show
that a similar persistent component is also important for characterizing quarterly GDP dynamics.
When we estimate a common persistent component in consumption and output growth (imposing
cointegration) inference regarding p is essentially the same as in the consumption-only specifications.
When we augment the state-space model to include a measurement equation for dividend growth
as a precursor to ultimately pricing equity, the joint estimation based on consumption and dividend

growth based on post-1959 data leads the estimate of p to rise to 0.97.

The LRR model used in the second part of the empirical analysis distinguishes itself from the
existing LRR literature in two important dimensions: our model for the cash flows includes mea-
surement errors and three volatility processes to improve the fit. Moreover, we specify an additional
process for variation in the time rate of preference as in Albuquerque, Eichenbaum, Luo, and Re-
belo (2016), which generates risk-free rate variation that is independent of cash flows and leads to
an improved fit for the risk-free rate. The estimation of the LRR model delivers several important
empirical findings. First, the estimate of p, i.e., the autocorrelation of the persistent cash-flow com-

ponent, is 0.987, which is higher than what we obtained based on the cash-flow-only estimation.

3Without accounting for measurement errors, the estimate of p using monthly consumption growth data is in-

significantly different from 0 which can partly account for some view that consumption growth is an éid process.
“The corresponding half-lives of the cash-flow-only (0.97) and asset pricing based (0.987) estimates for p are 1.9



Importantly, we show that the time path of the persistent component looks very similar with and

without asset price data.

Second, the volatility processes partly capture heteroskedasticity of innovations, and in part they
break some of the tight links that the model imposes on the conditional mean dynamics of asset
prices and cash flows. This feature significantly improves the model implications for consumption
and return predictability. An important feature of our estimation is that the likelihood focuses
on conditional correlations between the risk-free rate and consumption — a dimension often not
directly targeted in the literature. We show that because consumption growth and its volatility
determine the risk-free rate dynamics, one requires another independent process to account for the
weak correlation between consumption growth and the risk-free rate. The independent time rate of
preference shocks mute the model-implied correlation further and improve the model fit in regard

to the risk-free rate dynamics.

Third, it is worth noting that the median posterior estimate for risk aversion is around 9 while
it is around 2 for the intertemporal elasticity of substitution (IES). These estimates are broadly
consistent with the parameter values highlighted in the LRR literature (see Bansal, Kiku, and Yaron
(2012), and Bansal, Kiku, and Yaron (2014)). Fourth, at the estimated preference parameters and
those characterizing the consumption and dividend dynamics, the model is able to successfully
generate many key asset-pricing moments, and improve model performance relative to previous
LRR models along several dimensions. In particular, the posterior median of the equity premium
is 8.2%, while the model’s posterior predictive distribution is consistent with the observed large
volatility of the price-dividend ratio at 0.45, and the R?s from predicting returns and consumption

growth by the price-dividend ratio.

Our paper is connected to several strands of the literature. In terms of the LRR literature, Bansal,
Kiku, and Yaron (2014) utilize data that are time-aggregated to annual frequency to estimate the
LRR model by GMM and Bansal, Gallant, and Tauchen (2007) pursue an approach based on the
efficient method of moments (EMM). Both papers use cash flow and asset price data jointly for
the estimation of the parameters of the cash flow process. Our likelihood-based approach provides
evidence which is broadly consistent with the results highlighted in those paper and other calibrated
LRR models, e.g., Bansal, Kiku, and Yaron (2012). Our likelihood function implicitly utilizes a
broader set of moments than earlier GMM or EMM estimation approaches. These moments include
the entire sequence of autocovariances as well as higher-order moments of the time series used in
the estimation and let us measure the time path of the predictable component of cash flows as well

as the time path of the innovation volatilities. Rather than asking the model to fit a few selected

and 4.4 years respectively.



moments, we are raising the bar and force the model to track cash flow and asset return time series.
Finally, it is worth noting that our paper distinguishes itself from previous LRR literature in showing
that even by just using monthly consumption growth data with an appropriate measurement error
structure, we are able to estimate the highly persistent predictable component. In complementary
research Nakamura, Sergeyev, and Steinsson (2015) show that an estimation based on a long cross-
country panel of annual consumption data also yields large estimates of the autocorrelation of the

persistent component.

To implement Bayesian inference, we embed a particle-filter-based likelihood approximation into
a Metropolis-Hastings algorithm as in Fernandez-Villaverde and Rubio-Ramirez (2007) and An-
drieu, Doucet, and Holenstein (2010). This algorithm belongs to the class of particle Markov chain
Monte Carlo (MCMC) algorithms. Because our state-space system is linear conditional on the
volatility states, we can use Kalman-filter updating to integrate out a subset of the state variables.
The genesis of this idea appears in the mixture Kalman filter of Chen and Liu (2000). Particle
filter methods are also utilized in Johannes, Lochstoer, and Mou (2016), who estimate an asset
pricing model in which agents have to learn about the parameters of the cash flow process from
consumption growth data. While Johannes, Lochstoer, and Mou (2016) examine the role of pa-
rameter uncertainty for asset prices, which is ignored in our analysis, they use a more restrictive

version of the cash flow process and do not utilize mixed-frequency observations.?

Our state-space setup makes it relatively straightforward to utilize data that are available at
different frequencies. The use of state-space systems to account for missing monthly observations
dates back to at least Harvey (1989) and has more recently been used in the context of dynamic
factor models (see, e.g., Mariano and Murasawa (2003) and Aruoba, Diebold, and Scotti (2009))
and VARs (see, e.g., Schorfheide and Song (2015)). Finally, there is a growing and voluminous
literature in macro and finance that highlights the importance of volatility for understanding the
macroeconomy and financial markets (see, e.g., Bansal, Khatacharian, and Yaron (2005), Bloom
(2009), Ferndndez-Villaverde and Rubio-Ramirez (2011), Bansal, Kiku, and Yaron (2012), and
Bansal, Kiku, Shaliastovich, and Yaron (2014)). Our volatility specification that accommodates

three processes further contributes to identifying the different uncertainty shocks in the economy.

The remainder of the paper is organized as follows. Section 2 introduces the state-space model
for consumption growth and presents the empirical findings based on consumption growth data.
In Section 3 we consider multivariate cash-flow models and examine the evidence for a predictable

growth rate component in specifications that include GDP growth and dividend growth. Section 4

Building on our approach, Creal and Wu (2015) use gamma processes to model time-varying volatilities and
estimate a yield curve model using particle MCMC. Doh and Wu (2015) estimate a nonlinear asset pricing model in

which all the asset prices and the consumption process are quadratic rather than linear function of the states.



introduces the LRR asset-pricing model, describes the model solution and the particle MCMC
approach used to implement Bayesian inference. Section 5 discusses the empirical findings obtained
from the estimation of the LRR model and Section 6 provides concluding remarks. A description
of our data sources, analytical derivations, a detailed description of the state-space representations

and posterior inference, and additional empirical results are relegated to an Online Appendix.

2 Modeling Consumption Growth

The first step of our analysis is to develop an empirical state-space model for consumption growth.
We take the length of the period to be one month. The use of monthly data is important for
identifying stochastic volatility processes. Unfortunately, consumption data are less accurate at
monthly frequency than at the more widely-used quarterly or annual frequencies. In this regard,
the main contribution in this section is a novel specification of a measurement error model for
consumption growth, which has the feature that monthly measurement errors average out under
temporal aggregation. Moreover, because monthly consumption data have only been published
since 1959, we use annual consumption growth rates prior to 1959 and adapt the measurement
equation to the data availability.® We develop our measurement error model in Section 2.1 and

present the empirical results in Section 2.2.

2.1 A Measurement Equation for Consumption

We proceed in two steps. First, we derive a measurement equation for consumption growth at the
annual frequency, which is used for pre-1959 data. Second, we specify a measurement equation for
consumption growth at the monthly frequency, which is used for post-1959 data. We use Cf and C
to denote the observed and the “true” level of consumption, respectively. Moreover, we represent
the monthly time subscript ¢ as ¢t = 12(j — 1) + m, where m = 1,...,12. Here j indexes the year
and m the month within the year.

Measurement of Annual Consumption Growth. We define annual consumption as the sum of
monthly consumption over the span of one year, i.e., C’Elj) = Zile C12(j—1)+m- Log-linearizing this
relationship around a monthly value C and defining lowercase ¢ as percentage deviations from the
log-linearization point, i.e., ¢ = log C'/C\, we obtain c‘(lj) = % 271712:1 C12(j—1)+m- Defining monthly

consumption growth as the log difference

Get = Ct — Ct—1,

5In principle we could utilize the quarterly consumption growth data from 1947 to 1959, but we do not in this

version of the paper.



we can deduce that annual growth rates are given by

23
a a a 12 — |7 — 12
gC,(j) = C(]) - c(j—l) = Z <12> gc,le—T-i-l‘ (1)

=1
We assume a multiplicative iid measurement-error model for the level of annual consumption, which

implies that, after taking log differences, observed annual consumption growth (o superscript)
9y = 9y o8 (el — €-1)- (2)

Measurement of Monthly Consumption Growth. Consistent with the practice of the Bureau
of Economic Analysis (BEA), we assume that the levels of monthly consumption are constructed
by distributing annual consumption over the 12 months of a year. We approximate the BEA’s
data construction by assuming that this distribution is based on an observed monthly proxy series
zt, where z; is a noisy measure of monthly consumption. The monthly levels of consumption are
determined such that the growth rates of monthly consumption are proportional to the growth rates
of the proxy series and monthly consumption adds up to annual consumption. A measurement-error
model that is consistent with this assumption is the following (a detailed derivation is provided in

the Online Appendix):

95712(]-_1)4.1 = Je12(j-1)+1 T 06(612(j—1)+1 - 612(;’—2)+12) (3)
L2
T 19 2 ¢ (€12-1)4m = €12(j-2)4m) + O () = ;1))
m=1
Jo12(j—1)+m = YJel2(j—1)+m T Oc (€12(j-1)4m — €12(-1)4m—1), M=2,...,12.

The term €3(j_1)4, can be interpreted as the error made by measuring the level of monthly con-
sumption through the monthly proxy variable, that is, in log deviations ¢12(;_1)4m = Z12(j—1)4m +
€12(j—1)+m- The summation of monthly measurement errors in the second line of (3) ensures that
monthly consumption sums up to annual consumption. It can be verified that converting the
monthly consumption growth rates into annual consumption growth rates according to (1) aver-

ages out the measurement errors and yields (2).

2.2 Empirical Analysis

We use the per capita series of real consumption expenditure on nondurables and services from the
NIPA tables available from the Bureau of Economic Analysis. Annual observations are available
from 1929 to 2014, quarterly from 1947:Q1 to 2014:Q4, and monthly from 1959:M1 to 2014:M12.



Figure 1: Sample Autocorrelation
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Notes: Monthly data available from 1959:M2 to 2014:M12, quarterly from 1947:Q2 to 2014:Q4, annual from 1930 to
2014.

Growth rates of consumption are constructed by taking the first difference of the corresponding log
series.

Autocorrelation of Consumption Growth. Figure 1 displays the sample autocorrelation of
consumption growth for monthly, quarterly and annual data respectively. The figure clearly demon-
strates that at the annual frequency consumption growth is strongly positively autocorrelated while
at the monthly frequency consumption growth has a negative first autocorrelation. These auto-
correlation plots provide prima facie evidence for a negative moving average component at the
monthly frequency, which is consistent with the measurement error model described in Section 2.1.
Our measurement error model can reconcile the monthly negative autocorrelation with a strongly
positive autocorrelation for time aggregated annual consumption. The right panel in Figure 1 also
shows that the strong positive autocorrelation in annual consumption growth is robust to using the
long pre-war sample as well as the post war data. Given these features of the data, we focus our

analysis of measurement errors in consumption using the post 1959 monthly series.

A State-Space Model for Consumption Growth. In our subsequent analysis we will consider
several different laws of motion for “true” consumption growth. The benchmark specification takes

the following form:

Jet+l = e+ Xt + OctNet+ls  Neg+l ™~ N(O7 1) (4)
Ter1 = pxp+ /11— pQ(Pch,tn:v,t+17 N t+1 ™~ N(O, 1)

oct = oexp(het), hetr1 = prhet + OnWerr1, Werr1 ~ N(0,1).



This specification is based on Bansal and Yaron (2004) and decomposes consumption growth g ¢11
into a persistent component, x;, and a transitory component, o7 :+1. The state-transition equa-

tion is augmented by the measurement equations (2) and (3) to form a state-space model.

The combination of measurement and state-transition equations leads to a high-dimensional state-
space model; see the Online Appendix for details. The data that we are using for the estimation
have the property that monthly consumption is consistent with annual consumption. While the
statistical agency may have access to the monthly proxy series z; in real time, it can only release
the monthly consumption series that is consistent with the corresponding annual consumption
observation at the end of each year. Thus, we specify the state-space model such that every 12
months the econometrician observes 12 consumption growth rates. This implies that in addition to
tracking the monthly measurement errors €19(;_1)1,, for m =1,...,12, the state-space model also

has to track 12 lags of x;.

Throughout this paper we use Bayesian inference for the model parameters and the hidden
states. In addition to the latent monthly consumption growth rates and measurement errors, the

state space also comprises the latent volatility process h.;. Define the parameter vectors

®Cf = [M67p7 8035’0-]/7 @h = [Phc, Uhc]

and the sequence of latent volatilities Hy.p_1. To sample from the posterior distribution of
(O¢f,On, Ho.r—1) we use a Metropolis-within-Gibbs algorithm that iterates over three conditional
distributions: First, a Metropolis-Hastings step is used to draw from the posterior of ©.; condi-

tional on (Y, @25—1)7 H(gs:;_l)l) Here the likelihood p(Y'|O.¢, HSSZF_I)I) is evaluated with the Kalman

filter. Second, we draw the sequence of stochastic volatilities Hy.p—1 conditional on (Y, @i‘}), @Ef_l) )
using the algorithm developed by Kim, Shephard, and Chib (1998). This step involves the use of
a simulation smoother (e.g., Carter and Kohn (1994)) for a linear state-space model to obtain
draws from the conditional posterior distributions of the “residuals” g 4+1 — pte — ¢ and @41 — pxy.
Conditional on these residuals, it is possible to draw from the posterior of Hy.p_1. Finally, we
draw from the posterior of the coefficients of the stochastic volatility processes, Oy, conditional on

(Y. H'r 1, 0.7)-

The Likelihood Function. We simplify the law of motion of consumption growth in (4) by
assuming that the innovations are homoskedastic, i.e., o, = 0 and h.; = 0 for all ¢£. In Figure 2
we plot likelihood function contours based on a sample of monthly consumption growth rates that
ranges from 1959:M2 to 2014:M12. We consider two specifications: with and without measurement
errors. To isolate the role of measurement errors for inference about p, we set u. to the sample

mean and fix ¢ and o, to their respective maximum likelihood estimates, while varying the two
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Figure 2: Log-Likelihood Contour
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____________________
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Notes: We use maximum likelihood estimation to estimate the homoskedastic version (o4, = 0, he,e = 0) of model (4)
with and without allowing for measurement errors. We then fix 0 = ¢ and o. = 6. at their point estimates and vary
p and @, to plot the log-likelihood function contour. Without measurement errors, we find that the log-likelihood
function is bimodal at positive and negative values of p. Therefore, we obtain two sets of &.

parameters, p and ;, that govern the dynamics of x;. In the absence of measurement errors the
log-likelihood function is bimodal. The first mode is located at p = —0.23 which matches the
negative monthly sample autocorrelation (see Figure 1). The location of the second mode is at
p = 0.96, but the log-likelihood function is flat across a large set of values of p between -1 and 1.
Importantly, when we allow for monthly measurement errors according to (3), setting o = 0, the
log likelihood function has a very sharp peak, displaying a very persistent expected consumption
growth process with p = 0.92. Measurement errors at the monthly frequency help identify a large
persistent component in consumption by allowing the model to simultaneously match the negative
first-order autocorrelation observed at the monthly frequency and the large positive autocorrelation

at the annual frequency.

Bayesian Estimation of Homoskedastic Models. We now proceed with the Bayesian estima-
tion of variants of (4) using the monthly sample ranging from 1959:M2 to 2014:M12. Table 1 reports
quantiles of the prior distribution” as well as posterior median estimates of the model parameters.
Estimates for the benchmark specification with monthly and annual measurement errors are re-
ported in column (1). We briefly comment on some important aspects of the prior distribution.

The prior for p (persistence of z;) is uniform over the interval (—1, 1) and encompasses values that

"In general, our priors attempt to restrict parameter values to economically plausible magnitudes. The judgment
of what is economically plausible is, of course, informed by some empirical observations, in the same way the choice

of the model specification is informed by empirical observations.
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Table 1: Posterior Median Estimates of Consumption Growth Processes

Prior Distribution Posterior Estimates
State-Space Model IID ARMA
M&A  No ME M M (1,2)
AR(2) pc#0 py #0
Distr. 5%  50%  95% (1) (2) (3) (4) (5) (6)
e N -.007 .0016 .0100 .0016 .0016 .0016  .0016  .0016 .0016
p U -.90 0 90 918 -.684 918 919 - 913
P2 U -.90 0 .90 - -.353 - - - -
O U .05 0.5 95 681 704 .644 - -
U 1 1.0 1.9 - .482 - - - -
o IG ~ .0008 .0019 .0061 .0018 .0027  .0017  .0019  .0033 .0032
Oc IG  .0008 .0019 .0061 .0018 .0019  .0018 - -
ol IG  .0007 .0029 .0386 .0011 - - - - -
Pe U -.90 0 .90 - - .060 - - -
P U -.90 0 .90 - - - -.046 - -
G N -8.2 0 8.2 - - - - - -1.14
(o N -8.2 0 8.2 - - - - - .302
Inp(Y) 2887.1 2870.3 2883.9 2885.8 2863.2 2884.0

Notes: The estimation sample is from 1959:M2 to 2014:M12. We denote the persistence of the growth component
by p (and p2 if follows an AR(2) process), the persistence of the measurement errors by pe, and the persistence of 7.,
by pn. We report posterior median estimates for the following measurement error specifications of the state-space
model: (1) monthly and annual measurement errors (M&A); (2) no measurement errors with AR(2) process for z;
(no ME AR(2)); (3) serially correlated monthly measurement errors (M, pe # 0); (4) serially correlated consumption
shocks ne,: (M, pp # 0, p > py). In addition we report results for the following models: (5) consumption growth is
tid; (6) consumption growth is ARMA(1,2).

imply near iid consumption growth as well as values for which x; is almost a unit root process.
The parameter @, can be interpreted as the square root of a “signal-to-noise ratio,” meaning the
ratio of the variance of x; over the variance of the itd component o7 ;y1. We use a uniform prior
for ¢, that allows for “signal-to-noise ratios” between 0 and 1. At an annualized rate, our a priori
90% credible interval for o and o, ranges from 0.3% to 2.1% and the prior for the o2 covers the
interval 0.07% to 3.9%. For comparison, the sample standard deviations of annualized monthly

consumption growth and annual consumption growth are approximately 1.1% and 2%.

The estimate of p obtained from our benchmark specification is approximately 0.92, pointing
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toward a fairly persistent predictable component in consumption growth. The estimate of ¢, is
0.68 and implies that the variance of the variance of z; is roughly 50% smaller than the variance
of the iid component of consumption growth. At first glance, the large estimate of p in the
benchmark model may appear inconsistent with the negative sample autocorrelation of monthly
consumption growth reported in Figure 1. However, the sample moment confounds the persistence
of the “true” consumption growth process and the dynamics of the measurement errors. Qur state-
space framework is able to disentangle the various components of the observed monthly consumption
growth, thereby detecting a highly persistent predictable component x; that is hidden under a layer

of measurement errors.

To assess the robustness of this finding we now modify the benchmark specification in several
dimensions. If we shut down the measurement errors and generalize z; to an AR(2) process (see
Column (2)), then the estimates of the autoregressive coefficients turn negative, thereby confirming
the graphical pattern in Figure 2. Reverting back to an AR(1) process for z; and allowing for serially
correlated measurement errors (see Column (3)) does not change the estimates of the benchmark
model. In fact the estimated autocorrelation for the measurement error is close to zero. Likewise, if
we allow for some serial correlation in the transitory component of “true” consumption growth (see
Column (4)), the estimate of p stays around 0.92. Finally, in the last two columns of Table 1 we
report estimates for an iid model of consumption growth and an ARMA(1,2) model. We compute
log marginal data densities for each specification. Differentials of Inp(Y’) can be interpreted as log
posterior odds (under the assumption that the prior odds are 1). The last row of Table 1 shows the
benchmark specification dominates all of the alternatives. In particular, the iid specification and
the state-space model without measurement errors are strongly dominated with log odds of 23.9

and 16.8 in favor of the benchmark.®

In order to examine the degree to which measurement errors contribute to the variation in
the observed consumption growth, we conduct variance decomposition of monthly and annual
consumption growth using measurement error specification of column (1) in Table 1. We find
that more than half of the observed monthly consumption growth variation is due to measurement

errors.” For annual consumption growth data, this fraction drops below 1%. On the other hand,

®In a preliminary data analysis we estimated a variety of ARMA (p,q) models using maximum likelihood estimation.
We used the Schwarz Information Criterion (BIC) to estimate p and ¢ which lead us to the ARMA(1,2) specification.
In the Online Appendix we are reporting results for other variants of the benchmark state-space model. Among them,
the specification in which the monthly measurement errors are not restricted to average out over the year is at par
with the benchmark specification in terms of fit. For reasons explained above, we find the benchmark specification

more appealing.
9Wilcox (1992) finds that more than a quarter of the variation in the retail sales series from Detroit and Philadelphia

is due to measurement error. For New York this figure is around 50% and LA around 67%. Our estimates are of a
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Table 2: Informational Gain Through High-Frequency Observations

Data Posterior of p
Frequency 5%  50%  95% 90% Intv. Width

Without Stochastic Volatility

Monthly 847 .918 .963 116
Quarterly .843 917  .962 119
Annual 621  .893 .983 .362

With Stochastic Volatility

Monthly 904 951  .980 .076
Quarterly 872 931 971 .099

Notes: The estimation sample ranges from 1959:M2 to 2014:M12. The model frequency is monthly. For monthly
data we use both monthly and annual measurement errors (specification (1) in Table 1). For quarterly (annual) data
we use quarterly (annual) measurement errors only. The model specification is provided in (4).

the opposite pattern holds true for the persistent growth component. While the variation in the
persistent growth component only accounts for 13% of the monthly consumption growth variation,

this fraction increases to 87% for annual consumption growth data.

Informational Gain Through Temporal Disaggregation. The observation that monthly
consumption growth data are strongly contaminated by measurement errors which to a large extent
average out at quarterly or annual frequency, suggests that one might be able to estimate p equally
well based on time-aggregated data. We examine this issue in Table 2. The first row reproduces the
p estimate from Specification (1) of Table 1. However, we now also report the 5% and 95% quantile
of the posterior distribution. Keeping the length of a period equal to a month in the state-space
model, we change the measurement equation to link it with quarterly and annual consumption
growth data. As the data frequency drops from monthly to annual, the posterior median estimate
of p falls from 0.92 to 0.89. Moreover, the width of the equal-tail probability 90% credible interval
increases from 0.12 to 0.36, highlighting that the use of high-frequency data sharpens inference
about p.

Hansen, Heaton, and Li (2008) estimate a cointegration model for log consumption and log

earnings to extract a persistent component in consumption. The length of a time period in their

similar order of magnitude.



14

reduced-rank vector autoregression (VAR) is a quarter and the model is estimated based on quar-
terly data. The authors find that the ratio of long-run to short-run response of log consumption
to a persistent growth shock, 7,; in our notation, is about two, which would translate into an
estimate of p of approximately 0.5 for a quarterly model. As a robustness check, we estimate two
quarterly versions of the homoskedastic state-space model: without quarterly measurement errors
and with quarterly measurement errors. The posterior median estimates of p are 0.649 and 0.676,
respectively. These results are by and large consistent with the low value reported in Hansen,
Heaton, and Li (2008) as well as the estimate in Hansen (2007) under the “loose” prior. Using a
crude cube-root transformation, the quarterly p estimates translate into 0.866 and 0.878 at monthly
frequency and thereby somewhat lower than the estimates obtained by estimating a monthly model

on quarterly data.

Accounting for Stochastic Volatility. We now re-estimate the benchmark model (4) allowing
for stochastic volatility. Our prior interval for the persistence of the volatility processes ranges from
0.27 to 0.999. The prior for the standard deviation of the consumption volatility process implies
that the volatility may fluctuate either relatively little, over the range of 0.7 to 1.2 times the average

volatility, or substantially, over the range of 0.4 to 2.4 times the average volatility.

According to Table 2 the width of the 90% credible interval for p shrinks from 0.116 to 0.076 for
monthly data and from 0.119 to 0.099 for quarterly data.!® At the same time the posterior median
of p increases from 0.918 to 0.951 for monthly data and from 0.917 to 0.931 for quarterly data.
Without stochastic volatility sharp movements in consumption growth must be accounted for by
large temporary shocks reducing the estimate of p; however, the presence of stochastic volatility
allows the model to account for these sharp movements by fluctuations in the conditional variance
of the shocks enabling p to be large. We conclude that allowing for heteroskedasticity reduces the

posterior uncertainty about p and raises the point estimate.

As a by-product, we also obtain an estimate for the persistence, py,, of the stochastic volatility
process in (4). The degree of serial correlation of the volatility also has important implications for
asset pricing. Starting from a truncated normal distribution that implies a 90% prior credible set
ranging from 0.27 to 0.99, based on monthly observations the posterior credible set ranges from
0.955 to 0.999, indicating that the data favor a highly persistent volatility process h.;. Once the
observation frequency is reduced from monthly to quarterly the sample contains less information
about the high frequency volatility process and there is less updating of the prior distribution. Now
the 90% credible interval ranges from 0.73 to 0.97.!1

10We found that the state-space model with stochastic volatility is poorly identified if the observation frequency is

annual, which is why we do not report this case in Table 1.
1VWe conducted a small Monte Carlo experiment in which we repeatedly simulated data from a consumption
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Table 3: Posterior Estimates: Consumption Only

Prior Posterior Posterior
1930-1959
1959:M2-2014:M12 1960:M1-2014:M12
Distr. 5%  50%  95% 5% 50%  95% 5% 50%  95%

Consumption Growth Process

e N -.007 .0016 .0100 .0009 .0016 .0019 .0010 .0016 .0018
) U -9 0 .9 904 951 .980 891 940 971
v U .05 .50 .95 357 509 778 369 B35 759
o 1G .0008 .0019 .0061 .0017 .0021 .0025 .0017 .0022 .0028
Phe NT 27 .80 .999 955 988  .999 949 984  .996
U?LC 1G .0011 .0043 .0283 .0007 .0014 .0030 .0022 .0054 .0242
Consumption Measurement Error
oe IG .0008 .0019 .0061 .0010 .0013 .0016 .0010 .0013 .0016
o IG .0007 .0029 .0386 .0010 .0015 .0020 .0010 .0198 .0372

Notes: We report estimates of model (4). We adopt the measurement error model of Section 2.1. N, N T aq,
IG, and U denote normal, truncated (outside of the interval (—1,1)) normal, gamma, inverse gamma, and uniform
distributions, respectively. We allow for annual consumption measurement errors e¢; during the periods from 1930 to
1948. We impose monthly measurement errors ¢; when we switch from annual to monthly consumption data from
1960:M1 to 2014:M12.

Estimation Based on Mixed-Frequency Data. To measure the small persistent component in
consumption growth, one would arguably want to use the longest span of data possibe. Adopting
a mixed-frequency approach, we now add annual consumption growth data from 1930 to 1959 to
our estimation sample. It is well known from Romer (1986) and Romer (1989) that prewar data
on consumption are known to be measured with significantly greater error that exaggerates the
size of cyclical fluctuations. To cope with the criticism, we allow for annual measurement errors
during 1930-1948 but restrict them to be zero afterwards. This break in measurement errors is also
motivated by Amir-Ahmadi, Matthes, and Wang (2016) who provide empirical evidence for larger
measurement errors in the early sample before the end of World War II. Importantly, we always

account for monthly measurement errors whenever we use monthly data.

growth model with stochastic volatility and then estimated models without and with stochastic volatility. For both
specifications the estimate of p is downward biased and for the misspecified version without stochastic volatility, the

downward bias is slightly larger.



16

Prior credible intervals and posterior estimates are presented in Table 3. Note that the p estimate
reported under the 1959:M2-2014:M12 posterior is the same as the estimate reported in Table 2
based on monthly data and the model with stochastic volatility. Extending the sample period
reduces the posterior median estimate of p slightly, from 0.95 to 0.94. We attribute this change to
the large fluctuations around the time of the Great Depression. The width of the credible interval
stays approximately the same. Note that at this stage we are adding 30 annual observations to a
sample of 671 monthly observations (and we are losing 11 monthly observations from 1959). The
standard deviation of the monthly measurement error o, is estimated to be about half of o and
is robust to different estimation samples because it is solely identified from monthly consumption
growth data. The standard deviation of the annual measurement error is larger than that of
monthly measurement error by a factor of 4 (recall that to compare o, and ¢ one needs to scale
the latter by v/12). This finding is consistent with Amir-Ahmadi, Matthes, and Wang (2016) who

find significant presence of measurement errors in output growth during 1930 and 1948.

3 Information From Other Cash-Flow Series

Because aggregate consumption is typically thought of as an endogenous variable that responds to
fluctuations in aggregate income, we examine in Section 3.1 whether our evidence for a predictable
component in consumption growth can be traced back to GDP and whether estimating a joint
model for consumption and GDP has important effects on our inference. In Section 3.2 we include
dividend growth data in the estimation of the cash-flow model to set the stage for the subsequent
asset-pricing analysis. Finally, we provide a brief summary of the cash-flow estimation results in
Section 3.3. Posterior inference for the models considered in this section is implemented with a

Metropolis-within-Gibbs sampler that is similar to the one described in Section 2.2.

3.1 Real GDP

We begin the analysis with a monthly model for GDP growth g, ;11 that is identical to the bench-
mark consumption growth model in (4). Because GDP is only available at quarterly frequency, the

measurement equation is
5 .
3—1j =3
Gyt+1 = Z (3 Gytio—j, t=1,4,7,... (5)
Jj=1

We estimate this model without measurement errors (this was the preferred specification based on

marginal data density comparisons) using observations on per capita GDP growth from 1959:Q1 to
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Table 4: Posterior Estimates: GDP Growth Only

Prior Posterior

Distr. 5%  50%  95% 5% 50%  95%
Hy N -.007 .0016 .0100 .0011 .0017 .0022
p U .05 .50 .95 .698  .874  .966
v U .05 .50 .95 A17 259 418
o 1G .0008 .0019 .0061 .0040 .0045 .0051
Phy NT 27 .80 .999 928 970 992
a}%y 1G .0013 .0043 .0283 .0026 .0086 .0228

Notes: We report estimates of model (4) for GDP growth. N, NT, IG, and U denote normal, truncated (outside of
the interval (—1,1)) normal, inverse gamma, and uniform distributions, respectively. The estimation sample ranges
from 1959:Q1 to 2014:Q4.

2014:Q4.'2 The estimation results are provided in Table 4. The posterior median is 0.874 and the
equal-tail 90% credible interval ranges from 0.698 to 0.966. These estimates can be compared to
those obtained from quarterly consumption growth reported in Table 2 where the posterior median
estimate of p is 0.921 (with stochastic volatility) and the upper bound of the credible interval is
0.963. Thus, while the median of p for GDP is smaller than for consumption, the 95% quantiles

are in fact very similar.

So far, we have considered univariate models of consumption and income growth. Next, we
examine the joint dynamics of these two series. In most models, consumption and income are
cointegrated. We impose this cointegration relationship in the empirical analysis below. Specifically,
the consumption dynamics are given by (4), while the log income-consumption ratio yc, = yy — ¢

takes the form:

YCr+1 = Pyc + Gyeiy1 + Seq1,  St41 = PsSt + /1 — Pgas,tﬁs,tﬂa Ns,t+1 ™~ N(0,1). (6)

We assume that the log of stochastic volatility o, follows an AR(1) process and adopt the mea-
surement error model of Section 2.1 for consumption growth. For GDP, the measurement equation

time-aggregates monthly growth rates g, ¢+ = g.+ + Ayc: to average quarterly growth rates as in (5).

The estimated parameters for the cointegration model based on monthly consumption growth
and quarterly GDP growth data are reported in Table 5. The posterior median estimate of p is
0.948 and the equal-tail probability 90% credible interval ranges from 0.913 to 0.970. Here, the

12We take log differences of the real GDP per capita series provided by FRED.
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Table 5: Posterior Estimates: Consumption and Output

Prior Posterior
Distr. 5%  50%  95% 5% 50%  95%
Consumption
N -.007 .0016 .0100 .0012 .0016 .0020
p U -9 0 9 913 948 970
e U .05 .50 .95 419 593 796
o 1G .0008 .0019 .0061 .0015 .0018 .0022
oe IG .0008 .0019 .0061 .0013 .0015 .0018
pn, NT 27 .80 .999 949 979 .996
afbc 1G .0013 .0043 .0283 .0024 .0091 .0235
Output
ps U -9 0 9 943 965 983
s U 5 50 95 6.65 8.82 13.25
Oye U -90 0 90 -1.83 -1.57 -1.18
pn, NT 27 .80 .999 943 982 996
afbs 1G .0013 .0043 .0283 .0015 .0039 .0187

Notes: The estimation sample ranges from 1959 to 2014. We report estimates of model (6). N, NT_IG, and U denote
normal, truncated (outside of the interval (—1,1)) normal, inverse gamma, and uniform distributions, respectively.

strong evidence in monthly consumption in favor of a predictable component x; seems to dominate
the estimation result. There is no information in GDP growth that contradicts this information.
The log-GDP consumption ratio itself is fairly persistent with median estimate of ps of 0.965. Thus,

deviations from the steady-state ratio are relatively long-lived.

How does our evidence relate to common views on GDP dynamics? U.S. GDP growth is well
described as an AR(1) model with an autocorrelation coefficient of about 0.3. In our cointegration
model the implied posterior predictive quantiles (0.05%, 0.50%, and 0.95%) for the autocorrelation
of output growth at the quarterly frequency are 0.156, 0.273, and 0.389, which is consistent with
this conventional wisdom. Thus, on balance, we view the dynamics of output and consumption to
be consistent with our LRR specification with both series containing a small persistent component,

and with models that imply a transmission from income to consumption.!?

131t is well known that in production models consumption is not a Martingale sequence and the predictable
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3.2 Dividends

As our subsequent asset pricing analysis focuses on the U.S. aggregate equity market, we now
include dividend growth data in the estimation of the cash-flow model. We use monthly observations
of dividends of the CRSP value-weighted portfolio of all stocks traded on the NYSE, AMEX, and
NASDAQ. Dividend series are constructed on the per share basis as in Campbell and Shiller (1988b)
and Hodrick (1992). Following Robert Shiller, we smooth out dividend series by aggregating three
months values of the raw nominal dividend series.'* We then compute real dividend growth as log
difference of the adjusted nominal dividend series and subtract CPI inflation. Further details are

provided in the Online Appendix.

Measurement Equation for Dividend Growth. Dividend data are available at monthly fre-
quency for the estimation period from 1930 to 2014. There is a consensus in the finance literature
that aggregate dividend series for a broad cross section of stocks exhibit a strong seasonality. This
seasonality is generated by payout patterns which are not uniform over the calendar year. Much of
this seasonality, in particular its deterministic component, can be removed by averaging observed
dividend growth over the span of a year. To do so, we utilize the same “tent” function as for

consumption growth in (1) and define

23 . 23 .
12— |5 — 12| 12 — |5 — 12|
gg:f_i,_l = Z <12)9§,t—j+27 9§,t+1 = Z <12 9dt—j+2- (7)
J=1 J=1

Our measurement equation then takes the form

a,o __a a _a a
a1 = 9dt+1 T O04e€di+1>  Cdit+1 ™ N(0,1). (8)

For computational reasons that arise in the estimation of the asset pricing model in Section 4,
we allow for some additional measurement errors, which we assume to be iid across periods. We
fix these measurement errors at 1% of the sample variance of dividend growth rates. Note that
(8) does not imply 991+1 = 9d,t+1, even for og . = 0. For instance, there could be a deterministic
seasonal pattern in the observed monthly dividend growth data gg, ., that is not part of the model-
implied process gq++1. The tent-shaped transformation would remove the seasonal component from
observed data such that we are effectively equating the non-seasonal component of the observed

data to the model-implied data.

component in consumption growth can be generated by a predictable component in productivity growth; see Croce
(2014). In a frictionless environment both labor and capital income are determined by their respective marginal

products, which in turn depend on the exogenous productivity process.
14yWe follow Shiller’s approach despite the use of the annualization in (8) because we found that the annualization

did not remove all the anomalies in the data.
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State-Transition Equation. We will model consumption and dividend growth as a joint process.
The law of motion for consumption growth is identical to (4), except for the fact that now we
will have separate volatility processes for the persistent and transitory components. Dividend
streams have levered exposures to both x; and 7;:y1, which is captured by the parameters ¢
and 7, respectively. We allow 047441 to capture idiosyncratic movements in dividend streams.

Overall, the cash-flow dynamics follow:

Jet+l = fhe+ Tg+ OctNettl (9)
Tip1 = pxe+ V1 — p20p e i1
9dt+1 = Hd+ OTy + TOcNet+1 + OditNdi+1,
ogiy = wioexplhiy), higv1 = puhig +onwizyr, i = {c,z,d}
where the shocks are assumed to be 7; 41, wity1 ~ N(0,1), ¢ = {c,z,d} and we impose the

normalization ¢. = 1. For now, we will also restrict h,; = h.; and only report estimates for py, .

2
and Oh -

Estimation Results. Table 6 provides percentiles of the prior distribution and the posterior dis-
tribution for the post 1959 estimation sample and for the mixed frequency sample starting in 1930.
The priors for ¢ and m, parameters that determine the comovement of dividend and consumption
growth, are uniform distributions on the interval [—10, 10]. The parameter ¢4 determines the stan-
dard deviation of the iid component of dividend growth relative to consumption growth. Here we
use a prior that is uniform on the interval [0, 10], thereby allowing for dividends to be much more
volatile than consumption. The prior for the standard deviation of the dividend volatility process
implies that the volatility may fluctuate either relatively little, over the range of 0.5 to 2.1 times the
average volatility, or substantially, over the range of 0.1 to 13 times the average volatility. Finally,

we fix the measurement error variance (03,5)2 at 1% of the sample variance of dividend growth.

The most important finding is that the posterior median p increases as we add dividend growth
data in the estimation. In addition, we find significant reduction in our uncertainty about p captured
by the distance between 95% and 5% posterior quantiles. The posterior median of p is around 0.97
for the post 1959 sample and is 0.95 for the longer sample, both of which are higher than those
in Table 3. The 5-95% distance dropped from 0.076 to 0.054 as we include dividend growth in
the estimation (compare with Table 3). The posterior median of the standard deviation of the

unconditional volatility of the persistent component ¢, is around 0.43, slightly lower than before.

The dividend leverage ratio on expected consumption growth ¢ is estimated to be around 2.8-3.5
and the standard deviation of the idiosyncratic dividend shocks ¢4 is around 4.8. The estimation

results also provide strong evidence for stochastic volatility. According to the posteriors reported
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Table 6: Posterior Estimates: Consumption and Dividend Growth

Prior Posterior Posterior
1930-1959
1959:M2-2014:M12 1960:M1-2014:M12
Distr. 5%  50%  95% 5% 50%  95% 5% 50%  95%

Consumption Growth Process

P U -.90 0 .90 937 967 991 923 952 978
e U .05 .50 .95 285 430  .834 291 430  .684
o IG .0008 .0019 .0061 .0019 .0022 .0025 .0021 .0029 .0036
pn, NT 27 80 999 952 985 997 976 992 998
J}ch IG .0013 .0043 .0283 .0015 .0053 .0185 .0013 .0034 .0132

Dividend Growth Process

) U -9.0 0.0 9.0 213 285 3.55 331 352 3.64
m U -9.0 0.0 9.0 136 358  .751 .642 819 932
va U .50 5.0 9.5 3.51  4.69 6.16 331  4.82 7.66
Phy NT 27 80 999 939 977 994 951 977 992
U’de 1G 015 .0445  .208 0166 .0418 .1076 0146 .0357 .0835

Consumption Measurement Error

o IG .0008 .0019 .0062 .0009 .0011 .0014 .0009 .0012 .0015
ol IG .0007 .0029 .0389 - - - .0006 .0067 .0134

Notes: We utilize the mixed-frequency approach in the estimation: For consumption we use annual data from 1930
to 1959 and monthly data from 1960:M1 to 2014:M12; we use monthly dividend annual growth data from 1930:M1 to
2014:M12. For consumption we adopt the measurement error model of Section 2.1. We allow for annual consumption
measurement errors € during the periods from 1930 to 1948. We impose monthly measurement errors ¢; when we
switch from annual to monthly consumption data from 1960:M1 to 2014:M12. We fix pu. = 0.0016 and pq = 0.0010
at their sample averages. Moreover, we fix the measurement error variance (03’5)2 at 1% of the sample variance of
dividend growth. N, N7, G, IG, and U denote normal, truncated (outside of the interval (—1,1)) normal, gamma,
inverse gamma, and uniform distributions, respectively.

in Table 6, both o.; and o4, exhibit significant time variation. The posterior medians of pj, and

Ph, range from 0.98 to 0.99.

Cointegration of Dividends and Consumption. In our analysis aggregate consumption is
measured per capita and dividends are computed per share. Thus, there is no theoretical reason

for the two series to be cointegrated. Nonetheless, we examined the presence of a cointegration
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relationship between the observed series ¢ and df. First, we conducted two frequentist cointegration
tests based on post-1959 monthly data. The first test is an augmented Dickey-Fuller test that
imposes the cointegration vector [1, —1] and the second test is an Engle-Granger test based on an
estimated cointegration vector of [1, —0.55]. None of these tests can reject the null hypothesis of
no cointegration. Second, we estimate a modified state-space model with a hardwired cointegration
restriction. This model retains the consumption growth dynamics of (9), but the law of motion of

dividends is modified as follows:

deiy1 = pde + GdeTit1 + Se41,  Si41 = PsSt + /1 — P%Us7t773,t+17 Ns,t+1 ~ N(0,1), (10)

where dcyg41 = diy1 — ci41 is the error correction representation for dividends and consumption.
dceyq loads on xyyq, and a stationary AR(1) process s;+1, which has its own stochastic volatility
process 0. Under this structure, it can be easily verified that dividend growth can be written as
9d+1 = Adciy1 + ge+1. The measurement equation for dividends then follows equation (8). A full
set of estimates of the cointegration specification is reported in the Online Appendix. The estimate
of p, as well as the other estimates of the consumption parameters are essentially unaffected by the
cointegration specification. The marginal likelihood for the cointegration specification is 6,041.1
whereas the marginal likelihood for the original specification is 6,101.2. Thus, there is no evidence

in the data in favor of the cointegration restriction.

3.3 Summary of Cash-Flow-Only Analysis

Aggregate consumption is a key macroeconomic variable, and it is therefore important for macroe-
conomists to understand its dynamic properties. There are several important implications that
are robust across our analyses of consumption, consumption and output, and consumption and
dividends. At the monthly frequency, consumption growth has a very strong MA(2) component.
Ignoring this MA(2) component distorts inference. There is clear evidence against the hypothesis
that consumption is a random walk at monthly frequency. Our interpretation of the MA(2) com-
ponent is that it is generated by MA(1) measurement errors and a highly persistent “local level”
component.'® Empirically, our measurement error specification is preferred to the ARMA(1,2)
specification. Thus, if the goal is to create a reduced-form model of consumption, it is important to
capture the MA component. If the goal is to confront a macro model with monthly consumption

data, it is important to apply a “filter” that removes the high-frequency movements in consumption

'5This interpretation is consistent with studies that examine the quality of consumption data, e.g., Wilcox (1992),
but from a pure time series perspective, we cannot rule out that the MA(2) component is partly due to transient

dynamics in “true” consumption growth.
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growth that we attribute to measurement error, because a typical macro model is not equipped
to capture these dynamics. Overall, the posterior interval for the parameter estimates essentially
encompass those used in the LRR literature (e.g Bansal, Kiku, and Yaron (2012)). Importantly,
the various estimation results (univariate consumption, consumption and GDP, and consumption
and dividends) provide supportive evidence for a small persistent component in both consumption
growth rate and its stochastic volatility. Consistent with previous LRR work, this evidence is

distinctly different from a commonly held view in which consumption growth is an #id process.

4 The Long-Run Risks Model

We now embed the cash flow process (9) into an endowment economy, which allows us to price
financial assets. The preferences of the representative household are described in Section 4.1.
Section 4.2 describes the model solution. Section 4.3 presents the state-space representation of the

asset-pricing model and its Bayesian estimation.

4.1 Representative Agent’s Optimization

We consider an endowment economy with a representative agent that has Epstein and Zin (1989)
recursive preferences and maximizes her lifetime utility,

[

T

Vi=max (1= NG, 7 +(EME)T

1—y

subject to budget constraint
Wit1 = (W — Cy)Rep41,

where W; is the wealth of the agent, R. ;41 is the return on all invested wealth, v is risk aversion,
0 = ﬁ%]w, and v is intertemporal elasticity of substitution. As highlighted in Albuquerque,
Eichenbaum, Luo, and Rebelo (2016), we also allow for a preference shock, \;, to the time rate of
preference. The endowment stream is given by the law of motion for consumption and dividend
growth in (9), and the growth rate of the preference shock, denoted by x)., follows an AR(1)

process with shocks that are independent of the shocks to cash flows:
Tat+1 = PATAL + OATA 41, a1 ~ N(0,1). (11)
The Euler equation for any asset r; ;41 takes the form

E¢ [exp (myq1 + Tie1)] = 1, (12)
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where my 1 = 0logd + 0xy 141 — %gc’t_i,_l + (0 — 1)rc 41 is the log of the real stochastic discount
factor (SDF), and r¢¢+1 is the log return on the consumption claim. We reserve 7y, 11 for the log

market return — the return on a claim to the market dividend cash flows.6

4.2 Solution

Our goal is to devise a solution method that strikes a balance between accuracy and computational
time. The solution described subsequently meets this requirement: it can be computed quickly
because it relies on analytical approximations; it leads to a conditionally linear state-space repre-
sentation for which the likelihood function can be efficiently evaluated with a particle filter (see

below); and it is accurate for the empirically relevant parameter values.

Conditional on the cash-flow dynamics in (9) and the Euler equation (12), we have to derive
the asset prices for the model economy. In order to fit the cash-flow specification to consumption
and dividend growth data, we assumed that the volatilities follow log Gaussian processes: o;; =
pioexp(h;), where h;; is a linear autoregressive process with normally-distributed innovations.
This specification has been empirically successful in capturing conditional heteroskedasticity in a

broad set of financial and macroeconomic time series.

The advantage of the exponential transformation is that it ensures that volatilities are non-
negative. The disadvantage is that under this specification the expected value of the level of
consumption and dividends is infinite, which creates problems with the existence of continuation
values in the endowment economy. This issue has been pointed out, for instance, in Chernov, Gal-
lant, Ghysels, and Tauchen (2003) and Andreasen (2010), who proposed to splice the exponential
transformation of h; ; together with a non-exponential function, e.g., a square-root function, for h; ;
exceeding some large threshold h;. To obtain a solution for the asset prices we proceed slightly dif-
ferently, by taking a linear approximation of the exponential transformation O'zt = (pio)? exp(2hi+)
around the steady state h; » = 0 and replacing the innovation variances in (9) with a process that

follows Gaussian dynamics:

O-i2,t+1 = (90750-)2(1 - phi) + phio-z?,t + 0w, Wit41, 1= {Ca x, d} (13)

16Formally, markets are complete in the sense that all income and assets are tradable and add up to total wealth
for which the return is R.+. In particular, let R;++1 = (djt+1 + Pj,t+1)/Pj+ be the return to a claim that pays the
dividend stream {d;,- }$2; and has the price p;;. Let g;,; be the number of shares. Then W;—C; = Zj Dj,¢qj,t. Wealth
next period, W;4+1, equals Zj 04,95t Rjt+1, and it follows that Rc .41 = % As in Lucas (1978), we
normalize all shares ¢; ¢ to one and the risk free asset to be in zero net supply such that in equilibrium Cy = Dy, + D,
where D,, are the dividends to all tradable financial assets and D, are dividends on all other assets (e.g., labor,

housing etc.). Ry, the return we utilize in our empirical work, is the return on the claims that pay dividends Dy,.
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Just as the above-mentioned approaches of modifying the exponential transformation, the linear
approximation effectively generates thinner tails for the variance processes and facilitates valuations
to be finite.!” After this linearization, the volatility process is identical to the one used in Bansal

and Yaron (2004) and the subsequent work that builds on their paper.

Asset prices can now be derived by using the approximate analytical solution described in Bansal,
Kiku, and Yaron (2012) which utilizes the Campbell and Shiller (1988a) log-linear approximation
for returns. This solution serves our purpose well, because it can be computed very quickly, which

facilitates the Bayesian estimation below. The log price-consumption ratio takes the form

pey = Ag + Arxy + Ay pxas + A2,c037t + A2,x0§,t- (14)

1

1—1
As discussed in Bansal and Yaron (2004), Ay = 177;10;;7 the elasticity of prices with respect to growth

P
1-k1p)’

of prices with respect to the growth rate of the preference shock, is always positive. Further, the

1y\2
2 Q(l_a) d Q(HlAl)Q
ot 2 1—r1ve 2 1—kKi1ve

prospects, will be positive whenever the IES, v, is greater than 1. A; )\ = the elasticity

elasticity of pc; with respect to the two volatility processes o%, and Jb,%,t is
respectively; both will be negative — namely, prices will decline with uncertainty — whenever 6
is negative. A condition that guarantees a negative 6 is that v > 1, and ¥ > 1 — a configuration
relevant for our parameter estimates and one in which agents exhibit preference for early resolution
of uncertainty. The innovation to the log stochastic discount factor (SDF) are linear in the shocks
to consumption growth 7., 7., the preference shocks, 7, and the shocks to volatilities w., and
w,. Denoting As as their respective market prices of risk, it is instructive to note that A\, = 7,
A = (,yliél)sl, A\ = —f:%’;i (and A, and Ay, ) are positive (negative) whenever v > 1 and ¢ > 1.
Furthermore, when preferences are time separable, namely, when 6§ = 1, A\;, A, , and A, are all

Zero.

Risk premia are determined by the negative covariation between the innovations to returns and
the innovations to the SDF. It can be shown that the risk premium for the market return, r,, 141,
is 1
Et(rmt+1 —rpe) + §Ua7“t(7’m,t+1) = —covy(My11, Tm t+1) (15)

2 2 2 2 2
= /Bm,cAcUQt + 6m,r)\m0'x7t + Bm,)\)\)\o-)\ + Bm,wﬂc )\wz Owy + /Bm,wc )\wcawcy
—_——— A — ——

~
short-run risk  long-run growth risk  preference risk volatility risks

where the s reflect the exposures of the market return to the underlying consumption risks. Equa-
tion (15) highlights that the conditional equity premium can be attributed to (i) short-run con-
sumption growth, (ii) long-run growth, (iii) preference shock, (iv) short-run and long-run volatility

risks.

17 A quantitative comparison among the various approaches of thinning the tails of the U?’t processes is beyond the

scope of this paper.
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A key variable for identifying the model parameters is the risk-free rate. Under the assumed

dynamics in (9), the risk-free rate is affine in the state variables and follows
1= Bo+ Bimy + Bty + Bacoiy + Baaosy. (16)

It can be shown that B; = i > 0 and the risk-free rate rises with good economic prospects, while
By = —py) < 0 and the risk-free rate falls with positive preference shock. Under ¢ > 1 and y > 1,
Bs . and Bs , are negative so the risk-free rate declines with a rise in economic uncertainty. Further

details of the solution are provided in the Online Appendix.

The accuracy of the log-linearization depends on the parameterization of the LRR model. Taking
the linear volatility process in (13) as given, Pohl, Schmedders, and Wilms (2016) compared the
quantitative implications of our model solution to that of a nonlinear solution obtained by a pro-
jection method. They find that discrepancies for key asset pricing moments between the solutions
are small (less than 6%) conditional on a parameterization that is similar to the posterior medians
reported in Table 7 below. However, the discrepancies become larger if the persistence parameters
p and pj, are increased and pushed toward the upper bound of credible sets derived from marginal
posterior distributions. Thus, strictly speaking, the parameter estimates that we are reporting

below should be interpreted as parameter estimates for the approximation.'®

4.3 State-Space Representation and Bayesian Inference

While the state-space models for the cash-flow dynamics analyzed in Sections 2 and 3 can be
analyzed with a fairly straightforward Metropolis-within-Gibbs sampler, posterior computations for
the model with asset returns are considerably more complicated because the stochastic volatility

process hy = [hey, hat, hat) affects the conditional mean of the asset prices.

The measurement equation can be expressed as
Yer1 = A1 (D + Zseyr + Z0s{ 1 (e, be) + Suga),  urpn ~ N0, ). (17)

The vector of observables y; comprises consumption and dividend growth, the observed market

return 77, , and the risk-free rate r%,. w1 is a vector of measurement errors and Aiy1 is a
K k)

18A similar issue arises in the literature on dynamic stochastic general equilibrium (DSGE) models: the vast
majority of DSGE models are estimated based on log-linear approximations, which facilitate a speedy evaluation of
the likelihood function with the Kalman filter. The caveat that strictly speaking the resulting parameter estimates
are estimates for the log-linear approximation has been widely accepted in this literature. An immediate consequence
is that one should not plug parameter estimates obtained from a log-linear approximation into the nonlinear version
of the model, becase it will lead to a mismatch between model-implied moments and the moments in the data; see
An and Schorfheide (2007) for more details.
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selection matrix that accounts for deterministic changes in the data availability. s, (-) is a vector
of conditional variances that depend on the log volatilities of the cash flows, hyy1 and hy. The
remaining “linear” state variables are collected in the vector s;y1, which essentially consists of the
persistent cash flow component z; (see (9)) and the preference shock z);. However, in order to
express the observables y;41 as a linear function of sy, to capture the elaborate measurement
error model of consumption, and to account for potentially missing observations, it is necessary
to augment s;y1 by lags of x; and x),; as well as the innovations for the cash-flow process and
measurement errors. This leads to a high dimensional state vector s; (see Online Appendix for a

precise definition).

The solution of the LRR model sketched in Section 4.2 provides the link between the state
variables and the observables y;,11. The state variables themselves follow vector autoregressive

processes of the form
st+1 = @8t +ve1(he),  hep1 = Why + Xpwer1,  wipr ~ N(0, 1), (18)

where v;41(+) is an innovation process with a variance that is a function of the log volatility process

hy and w41 is the innovation of the stochastic volatility process.

The key difference between the nonlinear state-space model given by (17) and (18) and the
state-space models estimated in Sections 2 and 3 is that the volatility states (h¢t1,ht) enter the
conditional mean of y;1 through the model-implied asset returns. This means that the Metropolis-
within-Gibbs sampler that we used previously is not valid for the model with asset prices. Instead,
we will use a particle filter to approximate the likelihood function of the state-space model and

then embed the likelihood approximation into a Metropolis-Hastings algorithm.

Our particle filter exploits the particular structure of the state-space model. Conditional on
the volatility states (hiy1,h¢), the model is linear. Building on ideas in Chen and Liu (2000), we
use Kalman filtering steps to track the Gaussian distribution of s;|(h?, Yi.;), where {hI, W/ j]‘il
is a set of particle values and weights for the volatility states. Because conditional on the 3-
dimensional volatility vector h{ one can integrate over the high-dimensional vector s; analytically
(Rao-Blackwellization), the particle filter approximation p(Y|©) of the likelihood function tends
to be sufficiently accurate so that it can be embedded into a random walk Metropolis-Hastings
algorithm. Here © comprises the parameters of the cash-flow process, the volatility parameters,
and the preference parameters of the representative household. The resulting sampler belongs to
the class of particle MCMC samplers. Andrieu, Doucet, and Holenstein (2010) have shown that
the use of p(Y|0) in MCMC algorithms can still deliver draws from the actual posterior p(©]Y")

because these approximation errors essentially average out as the Markov chain progresses. Further

details of the posterior sampler are provided in the Online Appendix.
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5 Empirical Results Based on the Long-Run Risks Model

We now turn to the empirical analysis based on the LRR model. Section 5.1 describes the asset
price data that are used in addition to the cash-flow data. We discuss the estimation results in

Section 5.2 and present the asset pricing implications of the estimated model in Section 5.3.

5.1 Data

In addition to the consumption and dividend data used in Sections 2 and 3 we now also use financial
market data from 1930:M1 to 2014:M12. This includes monthly observations of returns and prices
of the CRSP value-weighted portfolio of all stocks traded on the NYSE, AMEX, and NASDAQ.
Prices are also constructed on the per share basis as in Campbell and Shiller (1988b) and Hodrick
(1992). The stock market data are converted to real using the consumer price index (CPI) from
the Bureau of Labor Statistics. Finally, the ex-ante real risk-free rate is constructed as a fitted
value from a projection of the ex-post real rate on the current nominal yield and inflation over
the previous year. To run the predictive regression, we use monthly observations on the three-
month nominal yield from the CRSP Fama Risk Free Rate tapes and CPI series. Data sources and

summary statistics are available in the Online Appendix.

5.2 Model Estimation

Parameter Estimates. The prior distribution for the parameters associated with the exogenous
cash flow process are the same as the ones used in Section 3.2. Thus, we focus on the preference
parameters that affect the asset pricing implications of the model. Percentiles for the prior are
reported in the left-side columns of Table 7. The prior for the discount rate § reflects beliefs about
the magnitude of the risk-free rate. For the asset pricing implications of our model, it is important
whether the IES is below or above 1. Thus, we choose a prior that covers the range from 0.3 to 3.5.
The 90% prior credible interval for the risk-aversion parameter 7 ranges from 3 to 15, encompassing
the values that are regarded reasonable in the asset pricing literature. The prior for the persistence
and the innovation standard deviation of the preference shock is identical to the prior for the cash
flow parameters p and o. Finally, we fix the variance O'J%’E of the measurement error of the risk free

rate at 1% of the risk-free rate’s sample variance.

The remaining columns of Table 7 summarize the percentiles of the posterior distribution for the
model parameters. While the estimated cash flow parameters are, by and large, similar to those

reported in Table 6 when asset prices are not utilized, a few noteworthy differences emerge. First,



Table 7: Prior and Posterior Estimates

Prior Posterior
Distr. 5%  50%  95% 5% 50%  95%
Household Preferences
P G 30 130  3.45 1.25 197 3.22
5 G 2.75 734 1546 544 889 14.44
Preference Risk
oy U -.90 0 .90 933 959 974
a?\ 1G .0003 .0005 .0015 .0003 .0004 .0005
Consumption Growth Process
p U -.90 0 .90 949 987 997
e U .05 .50 .95 120 215 .382
o 1G .0008 .0019 .0061 .0027 .0035 .0042
on, NT .27 .80 .999 977 991 998
U,Zlc 1G .0011 .0043 .0283 .0075 .0096 .0109
on, NT 27 .80 .999 982 992 .998
0'}2170 1G .0011 .0043 .0283 .0022 .0039 .0044
Dividend Growth Process
10 N -9.0 0.0 9.0 2.14 3.65 6.43
N -9.0 0.0 9.0 .75 147  2.37
wa U .50 5.0 9.5 3.19 454 6.55
Phy NT .28 .80 .999 943 969 974
O'%d 1G .015 .0445  .208 .0404 .0447 .0565
Consumption Measurement Error
oe IG .0008 .0019 .0062 .0009 .0014 .0020
o IG .0007 .0029 .0389 .0038 .0141 .0213

29

Notes: The estimation results are based on annual consumption growth data from 1930 to 1960 and monthly con-
sumption growth data from 1960:M1 to 2014:M12. We allow for annual consumption measurement errors ey during
the periods from 1930 to 1948. We impose monthly measurement errors €; when we switch from annual to monthly
consumption data from 1960:M1 to 2014:M12. For the other three series we use monthly data from 1930:M1 to
2014:M12. We fix § = 0.999. We fix u. = 0.0016 and puqg = 0.0010 at their sample averages. We also fix the mea-
surement error variances (0376)2 and (oy,¢)? at 1% of the sample variance of dividend growth and the risk-free rate,
respectively. B, N, NT, G, and IG are beta, normal, truncated (outside of the interval (—1,1)) normal, gamma, and
inverse gamma distributions, respectively.
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Figure 3: Posterior Distribution of p and p,
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Notes: We plot posterior densities of p from the estimation with cash flow data only from post-1930 (squared-line)
and from post-1959 samples (circled-line), respectively, and from the estimation with cash flow and asset return data
from post-1930 sample (solid-line).

the estimate of p, the persistence of the predictable cash flow component, increases from 0.952 to
0.987 to better capture the equity premium and persistence of the price-dividend ratio. The left
panel of Figure 3 overlays the posterior densities of p obtained with (post-1930 sample) and without
asset prices (post-1930 and post-1959 samples, respectively).!? Interestingly, the figure shows that
although the mode of the posterior increases and shifts to the right when asset prices are used in
estimation, the 90% credible interval ranging from 0.949 to 0.997 contains the posterior medians of

p from the cash-flow-only estimations.?’

Second, the right panel of Figure 3 shows the posterior distribution of pj,, the persistence of the
stochastic volatility process for x;. The modes of the three posteriors are quite similar, with the
cashflow-only posteriors having a longer left tail. Again, the posterior becomes more concentrated
as asset returns are added to the estimation. Third, in the cash-flow-only estimation, we imposed a
common stochastic log volatility process for the transitory and persistent component of consumption

growth, i.e., hy s = hc, which lead to an estimate &}QLC = 0.0034. Once we add the returns to the set

19Results from the post-1959 sample with asset prices are virtually identical to the results from the post-1930

sample. For this reason, they are not plotted separately in Figure 3.
2In the Online Appendix we present additional misspecification tests for the consumption dynamics. To assess

the extent to which the increase in p leads to a decrease in fit of the consumption growth process, we re-estimate
model (4) conditional on various choices of p between 0.90 and 0.99 and re-compute the marginal data density for
consumption growth. The key finding is that the drop in the marginal data density by changing p from 4 to 0.99
is small, indicating that there essentially is no tension between the parameter estimates obtained with and without

asset prices.
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of observables and remove the restriction, we obtain (7,2% = 0.0039 and &7, = 0.0096, reflecting asset
price information about the volatility of volatilities. Fourth, the estimate of ¢, drops from 0.430 to
0.215, which reduces the model-implied predictability of consumption growth by the price-dividend
ratio and brings it more in line with the data. Finally, the estimate of ¢ increases somewhat from

.0029 to .0035 to explain the highly volatile asset prices data.

Overall, the information from the market returns and risk-free rate reduces the posterior un-
certainty about the cash flow parameters and strengthens the evidence in favor of a time-varying
conditional mean of cash flow growth rates as well as time variation in the volatility components.
Table 7 also provides the estimated preference parameters. Importantly, the IES is estimated above
1 with a credible interval ranging from 1.3 to 3.2, while the posterior median estimate of the risk

aversion parameter v is 8.9 and its interval estimate is 5.4 to 14.4.

Smoothed Mean and Volatility States. Figure 4 depicts smoothed estimates of the predictable
growth component z;. Because the estimate of x; is, to a large extent, determined by the time path
of consumption, the 90% credible bands (reflecting uncertainty about parameters and the latent
states) are much wider prior to 1960, when only annual consumption growth data were used in the
estimation. Post 1959, x; tends to fall in recessions (indicated by the shaded bars in Figure 4), but
periods of falling x; also occur during expansions. We overlay the smoothed estimate of z; obtained
from the estimation without asset price data. It is very important to note that the two estimates
are similar, which highlights that x; is, in fact, detectable based on cash flow data only. We also
depict the monthly consumption growth data post 1959, which confirms that z; indeed captures

low-frequency movements in consumption growth.

The smoothed volatility processes are plotted in Figure 4. Recall that our model has three
independent volatility processes, hc¢, hq ¢, and h; ¢, associated with the innovations to consumption
growth, dividend growth, and the predictable component, respectively. The most notable feature
of hc; is that it captures a drop in consumption growth volatility that occurred between 1940
and 1960. In magnitude, this drop in volatility is much larger than a subsequent decrease around
1984, the year typically associated with the Great Moderation. The stochastic volatility process
for dividend growth hg; seems to exhibit more medium- and high-frequency movements than h .
Finally, the volatility of the persistent component, h, ¢, exhibits substantial fluctuations over our

sample period, and it tends to peak during NBER recessions.

5.3 Asset Pricing Implications

Risk-Free Rate Estimate and Preference Shock. Figure 5 overlays the actual risk-free rate,

which is assumed to be subject to measurement errors, and the smoothed “true” or model-implied
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Figure 4: Smoothed States
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Notes: Black lines represent posterior medians of smoothed states and gray-shaded areas correspond to 90% credible
intervals. Shaded bars indicate NBER recession dates. In the top panel, we overlay the smoothed state z; obtained
from the estimation without asset prices (red dashed line) and monthly consumption growth data (blue solid line).

risk-free rate. We find that the measurement errors are fairly small. To highlight the importance of
the preference shock, we also plot a counterfactual risk-free rate that would prevail in the absence of
x)¢. It turns out that ez-post much of the risk-free rate fluctuations are explained by the preference
shock. In the absence of the preference shock, the process for the expected stochastic discount
factor implied by the predictable component of cash flow growth and the stochastic volatilities is
too smooth relative to the observed risk-free rate. The preference shock can generate additional
fluctuations in the expected discount factor without having a significant impact on asset returns

(as we will see below).

We assumed that the preference shock is independent of cash flows. In a production economy this
assumption will typically not be satisfied. Stochastic fluctuations in the discount factor generate

fluctuations in consumption and investment, which in turn affect cash flows. We assess the inde-
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Figure 5: Model-Implied Risk-Free Rate

A |

1930 1940 1950 1960 1970 1980 1990 2000 2010

Notes: Blue line depicts the actual risk-free rate, and black line depicts the smoothed, model-implied risk-free rate
without measurement errors. Red dashed line depicts the model-implied risk-free rate with xx = 0. The parameters
are fixed at their posterior median estimates.

pendence as follows. First, we compute the ez-post correlation between the smoothed preference
shock innovations 7 ; and the cash-flow innovations 7. and 1, ;. We can do so for every parameter
draw ©° from the posterior distribution. The 90% posterior predictive intervals range from -0.09
to 0.03 for the correlation between 7, ; and 7.; and from 0 to 0.2 for the correlation between 7 ;
and 7, . Second, we re-estimate our model under the assumption that 7, and 7, are negatively
correlated. The resulting parameter estimates as well as the asset pricing moments are essentially
unaltered. According to a marginal data density comparison the more parsimonious specification
in which preference shocks and cash flows are independent is preferred. Based on these results we
conclude that there is no evidence that contradicts the independence assumption.

Determinants of the Equity Risk Premium. Figure 6 depicts the contribution of short-run

2 2

et > the preference risk, 0/2\, and the volatility risks, afuc and

risk, oZ,, the long-run growth risk, o
012%, to the risk premium at the posterior median parameter estimates; see (15). We compute
Bs and As based on the median posterior parameter estimates and multiply them by the median
volatility state estimates to construct the risk premium. The total (annualized) equity risk premium
is around 8.2%.2! The two major sources of the risk premium are the long-run growth risk and the
volatility risks and when combined they account for 83% of the risk premium. More specifically,

the 8.2% equity premium can be decomposed as follows. On average, the long-run growth risk

?'The gross equity premium is E[rm 11 — 7y,¢] + 1/207, ~ 0.0615 + 0.5 x 0.226° — 0.0047 = 8.2%. If we were to
attribute the moving-average fluctuations in observed monthly consumption growth to “true” consumption growth
instead of measurement errors, the asset pricing implications of the model would essentially remain unchanged. The

equity premimum would rise by approximately 0.06%.
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Figure 6: Decomposition of the Equity Risk Premium
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Notes: We provide the decomposition of the risk premium (15). We compute 8s and As based on the median posterior
parameter estimates and multiply with the median volatility state estimates &E,t and 6,257t to construct the model-
implied risk premium. On average, the risk premium is accounted for by the short-run risk (0.3%), long-run growth
risk (5.0%), preference risk (1.1%), and volatility risk (1.8%), respectively. The total in-sample market risk premium
(annualized) is around 8.2%.

generates a premium of 5.0%, the volatility risks account for 1.8%, the preference shock generates

1.1%, and the short-run volatility risk contributes 0.3%.

Determinants of Asset Price Volatility. Figure 7 depicts the time-varying contribution of the
fluctuations in growth prospects, z;, the preference shock, x,;, and the conditional variability of
growth prospects, 0,4, to the volatility of the price-dividend ratio and the risk-free rate.?2 We
generate counterfactual volatilities by shutting down the estimated x;, x);, and o,; processes,
respectively. The ratios of the counterfactual and the actual asset price volatilities measure the
contribution of the non-omitted risk factors. We subtract this ratio from 1 to obtain the relative
contribution of the omitted risk factor shown in Figure 7. The credible bands reflect parameter
uncertainty and uncertainty about the latent states. While the preference shocks are important for
the risk-free rate, they contribute very little to the variance of the price-dividend ratio. Most of
the variability of the price-dividend ratio is, in equal parts, due to the variation in z; and o, ;. The
remaining risk factors ait and 0§7t have negligible effects (less than 1% on average) on the asset

price volatilities, but are important for tracking the consumption and dividend growth data.

Matching Asset Price Moments. While asset pricing moments implicitly enter the likelihood
function of our state-space model, it is instructive to examine the extent to which sample moments

implied by the estimated state-space model mimic the sample moments computed from our actual

22The decomposition of market return volatility (not shown in Figure 7) is qualitatively similar to that of the

price-dividend ratio.
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Figure 7: Variance Decomposition for Market Returns and Risk-Free Rate
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Notes: Fraction of volatility fluctuations (in percent) in the price-dividend ratio and the risk-free rate that is due to
Tt, T, and a;t, respectively. We do not present the graphs for Uit, 05’,5 since their time-varying shares are less
than 1% on average. See the main text for computational details.

data set. To do so, we report percentiles of the posterior predictive distribution for various sample
moments based on simulations from the posterior distribution of the same length as the data.??
Typically, the posterior predictive distribution is computed to reflect both parameter and shock
uncertainty. In our application the effect of the parameter uncertainty is an order of magnitude
smaller than the effect of the shock (or sampling) uncertainty. Thus, we decided to fix the param-
eters at their posterior median values as this facilitates a clear comparison between the two types

of model parameterization.

Results are summarized in Table 8. Means and standard deviations refer to annualized asset
prices. We first focus on the results from estimating the full model based on cash-flow data and

asset returns (full model estimation). All of the “actual” sample moments are within the 5th

23This is called a posterior predictive check; see Geweke (2005) for a textbook treatment. Specifically, the percentiles
are obtained using the following simulation: draw parameters ©° from the posterior distribution; for each ©° simulate
a trajectory Y° (same number of observations as in the actual sample) and compute the sample statistics S(Y®) of

interest.
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Table 8: Asset Return Moments

Parameter Estimates are Based On

Data Cash Flows Cash Flows Only

& Asset Returns
5%  50%  95% 5%  50%  95%
Mean (r,,) 6.06 256 6.15 10.29 1.99 461 7.55
StdDev (7,) 19.8 149 226 46.1 11.0 16.6 28.3
AC1 (rp) -0.01 -0.30 -0.05 0.18 -0.29 -0.02 0.19
Corr (Ac,rp)  0.11 -0.10 0.10 0.29 -0.10 0.12 0.32
Mean (pd) 3.40 2.63 3.14 341 3.26 342 3.51
StdDev (pd) 0.45 0.17 032 0.76 0.11 0.18 0.39
AC1 (pd) 0.87 0.49 0.75 0.89 0.32 0.62 0.82
Mean (r¢) 0.37 -0.56  0.47  1.32 0.22 097 1.64
StdDev (r¢) 2.85 1.54  2.09 2.90 1.61 193 241
AC1 (ry) 0.64 0.38 0.57 0.73 0.35 0.52 0.67

Notes: We present descriptive statistics for log returns of the aggregate stock market (r.,), its correlation with
consumption growth (Ac), the log risk-free rate (rf), and the log price-dividend ratio (pd). We report means (Mean),
standard deviations (StdDev), first-order sample autocorrelations (AC1), and correlations (Corr). Market returns,
the risk-free rate, and the price-dividend ratio refer to 12-month averages (in percent). Computing asset pricing
implications for the cash-flow-only estimates requires calibration of the preference parameters and the preference
shock x» ;. We set 6,1,7, px, 02 to the median posterior estimates from Table 7.

and the 95th percentile of the corresponding posterior predictive distribution.?4 In particular, the
model generates a sizable mean log market return with median value of 6.2%, and a sizeable equity
risk premium with a median value of about 8.2%. Consistent with the data, the model’s return
variability is about 22%. The high volatility of the market returns translates into a large variability
of the sample moments. As in the data, the model generates both a highly variable and persistent
price-dividend ratio. The median and 95th percentile of the price-dividend volatility distribution
are significantly larger than in other LRR calibrated models with Gaussian shocks. This feature
owes in part to the fact the model contains an independent dividend volatility process. Finally,
partly due to the preference shocks, the model is able to reproduce the observed sample moments

of the risk-free rate.

24 Although not reported in the table this is also the case for the mean, standard deviation and first autocorrelation

moments of consumption and dividend growth.
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Figure 8: Posterior Distribution of Market Prices of Risks
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Notes: We plot posterior densities of A0, and Ay, 0w, from the estimation with cash flow data only from post-1930
(squared-line) and from post-1959 samples (circled-line), respectively, and from the estimation with cash flow and
asset return data from post-1930 sample (solid-line).

In Section 5.2 we noted that the parameter estimates for the cash flow processes change a bit once
asset pricing data are included. To assess the economic implications of the parameter differentials,
we combine the cash flow process parameter estimates reported in Table 6 (1930-2014 sample) with
the posterior median estimates of the preference parameters and the preference shock x ; from the
full estimation. Because the cash-flow-only model was estimated without the third volatility process
a:%,t, we set h.t = hy: when re-computing the asset pricing implications of the LRR model. The
last three columns of Table 8 show that, due to a lower persistence p, the cash-flow-only estimates
generate a slightly lower mean and variance for the market return, and a slightly higher and less
volatile price-dividend ratio and risk-free rate. The standard deviation and autocorrelation of the
price-dividend ratio and the standard deviation of the risk-free rate lie just outside the posterior
predictive bands, whereas all other sample moments continue to fall within the bands. This confirms
that even the cash-flow-only estimates of the endowment process parameters can generate realistic

asset price fluctuations.?®

Figure 8 compares the posterior distributions for the appropriately-scaled market prices of risk,
Az0z and Ay, 0y, , based on the estimation with and without asset prices. The posterior densities
are remarkably similar. In fact, the modes of the distributions are almost identical; the main

difference lies in the dispersion of the densities. This indicates that the lower risk premium (see

25Chen, Dou, and Kogan (2015) formalize this comparison by developing a measure of model fragility, roughly
speaking based on the discrepancy between the posterior medians obtained under the cash-flow-only estimation and

the estimation with asset returns.



38

Table 8) obtained under the cash-flow-only estimate is due to smaller return exposures to the shocks
(Bs in (15)). 26

Consumption Growth and Excess Return Predictability. Asset pricing models are often
evaluated based on their implications for the predictability of future cash flows and returns. In the
model the price-dividend ratio is determined by multiple state variables. Consequently, a VAR-
based predictive regression is a natural starting point. As in Bansal, Kiku, and Yaron (2012) we
estimate a first-order VAR that includes consumption growth, the price-dividend ratio, the real
risk-free rate, and the market return. Based on the estimated VAR coefficients we compute R?’s

for cumulative H-step-ahead consumption growth and excess returns:

H H
Z Aciyp,  and Z(Tm,t+h — Tftth—1)-
h=1 h=1

While the VAR-based predictive checks are appealing from a theoretical perspective, much of the
empirical literature focuses on R?’s from univariate predictive regressions using the price-dividend

ratio as the only regressor. We subsequently consider both multivariate and univariate regressions.

Predictive checks are graphically summarized in Figure 9. We begin with a discussion of the
results depicted in the four panels of the top row of the figure. The sample statistics considered
are the R? values obtained from predictability regressions. The top and bottom ends of the boxes
correspond to the 5th and 95th percentiles, respectively, of the posterior predictive distribution,
and the horizontal bars signify the medians. The predictive intervals reflect the fact that we are
repeatedly generating data from the model and computing a sample statistic for each of these
simulated trajectories.?” The small squares correspond to R? statistics computed from “actual”
U.S. data.

The top left panel of Figure 9 depicts results for the VAR-based predictability regressions for
consumption growth. Based on multiple variables, consumption growth is highly predictable in the
data. At the one-year horizon the R? is about 52% (see also Bansal, Kiku, Shaliastovich, and Yaron
(2014)). While the predictability diminishes over time, it is still nontrivial with an R? of 12% at

26For completeness, using the SDF decomposition in Equation (A.18) in the Online Appendix, we also re-
port A; and Aio; for i = {c,z,\, ww,w.} at our median parameter estimates. The resulting values are
{8.9,695.2,406.3, —26572824, —3391.0} and {0.03,0.07,0.16,—0.03, —0.01} respectively. These figures are consistent
with the variance decomposition of the risk-free rate and equity return presented earlier, whereby the former has a
relatively large exposure (3) to the preference shock while the latter has a large exposure to the growth and volatility

shock.
2"To ease subsequent comparisons, we condition on the the posterior median estimates of the LRR model. This is

innocuous because the contribution of parameter uncertainty to the variability of the posterior predictive distributions

is small.
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Figure 9: Predictability Checks
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Notes: We fix the parameters at their posterior median estimates and simulate data sets. The red squares represent
R? values obtained from the actual data. The boxes represent 90% posterior predictive intervals and the horizontal
lines represent medians. The “Benchmark” case is based on simulations with all five state variables z¢, x4, ai,t,
af,t, and O‘it; The horizon is measured in years. The VAR-Based R%s are constructed as in Hodrick (1992). In the
bottom panel, the intersection of the solid lines indicates the R? values obtained from the actual data.

the 10-year horizon. The key finding is that the data R?s lie within the 90% credible intervals
constructed from the model-implied predictive distribution. At the one-year horizon the median
of the model-implied R? is somewhat lower than its data estimate, whereas over horizons of three

years or more, the medians are slightly larger than the data estimates.

Panel 2 in the top row of Figure 9, labeled “Univariate”, provides results for univariate consump-
tion growth predictability regressions. As for the VAR-based predictability checks, we simulate
the LRR model with all of its five state variables: x;, ), a%’t, ag,t, and ait. However, we only
use the price-dividend ratio to predict future consumption growth. As is well known, when the

price-dividend ratio is used as a single regressor, it produces low R?s. They are less than 5% for
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horizons from one to eight years and reach almost 10% at the ten-year horizon.?® The median R?
values obtained from regressions on model-generated data are between 10% to 15%, slightly higher
than in the actual data. However, the posterior predictive intervals range from 0 to 30% for the
one-year horizon and from 0 to about 50% for horizons longer than three years, which means that

there is no evidence in the data that contradicts our estimated asset pricing model.

Panels 3 and 4 in the top row of Figure 9 show the respective VAR and univariate predictive R2s
for future excess returns. It is noteworthy that the VAR median R?s of the model-based estimates
are almost perfectly aligned with the data-based estimates. The model also performs quite well
in terms of the univariate excess return predictability regressions. Specifically, for all horizons the
median of the model-implied distribution of R?s are quite close to actual data R?s and the model-
based credible intervals contain the R? obtained from the actual data. The good performance is
obtained because, according to the model, the price-dividend ratio is the most important predictor

of long-horizon excess returns among the observables.?”

While our model passes the predictive checks, the credible intervals depicted in Figure 9 are
wide. The high variability of the sampling distribution of the R? measures under the LRR model
implies that despite their popularity the predictability regressions have little power to detect model
misspecifications. The diffuse and skewed sampling distributions of the R? statistics are caused by
various non-standard features of predictive regressions. Due to overlapping time periods, residuals
are typically serially correlated and lagged residuals may be correlated with the predictor. Moreover,
the persistent component of the dependent variable (consumption growth or excess returns) is
dominated by #id shocks and the right-hand-side regressor (price-dividend ratio) is highly persistent
— a feature that can render the predictive regressions spurious (see Hodrick (1992) and Stambaugh
(1999)).30

As a final check, the bottom row of Figure 9 illustrates the model-implied joint distribution of R2s

for predicting consumption growth and excess returns. Each dot in these scatter plots is obtained

28The univariate-based low R?s for the first several years are consistent with the findings in Beeler and Campbell

(2012) Table 4—the slight differences attributed to the longer sample available here.
2%In the Online Appendix we explore the relative importance of “growth” and “volatility” risks by simulating model

specifications that are only driven by (i) z: and o2, or (i) #;. In Case (i) the posterior predictive distributions are
quite close to the ones in the two “univariate” subplots of Figure 9 because x; and ag,t represent the key pricing state
variables. In Case (ii) the credible intervals are often too small and do not encompass the data estimates. Drive by
x¢ only, the model generates too much consumption predictability, thereby highlighting that volatility shocks play an

important role in lowering the model-implied predictability to a more realistic level.
30Valkanov (2003) derived an asymptotic distribution of the R? under the assumption that the regressor follows

a local-to-unity process. He shows that the goodness-of-fit measure converges to a random limit as the sample size
increases. More recently, Bauer and Hamilton (2015) studied the sampling distribution of R? measures in predictive

regressions for bond returns, which exhibit similar distortions.
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Figure 10: Dividend Growth Predictability and Dividend Yield Variance Decomposition
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Notes: (Predictability) We fix the parameters at their posterior median estimates and simulate data sets. The horizon
is measured in years. We run a univariate regression with the price-dividend ratio as predictor of future dividend
growth. For the multivariate regression, we consider a first-order VAR that includes consumption growth, dividend
growth, the price-dividend ratio, and the real risk-free rate. Based on the estimated coefficients we compute R*’s for
cumulative H-step-ahead dividend growth. The red squares represent R? values obtained from the actual data. The
boxes represent 90% posterior predictive intervals and the horizontal lines represent medians. The VAR-based R%s
are constructed as in Hodrick (1992). (Variance Decomposition, Direct) We regress 15-year ex post returns, dividend
growth, and dividend yield, respectively, on a constant term and the dividend yield. (Variance Decomposition, VAR~
based) We infer long-run coefficients (k — co) from 1-year coefficients of the same VAR used for the predictability
analysis. Using the Campbell-Shiller approximation, the fractions of dividend yield variation attributed to each
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source are provided as 1 ~ Var(dpt) - Var(dpt) + Var(dpt)

marked as R, D, and DP respectively.

. These components are

by computing the two R?s based on a single model simulation. The intersection of the solid lines
indicates the R? values computed from the actual data. The figure shows that the R? values at
the 1-year and 5-year horizon are almost uniformly distributed over a rectangle. For every horizon
the observed R?s do not lie in the far tails of the posterior predictive distribution, which means
that the model is also able to jointly generate the observed consumption growth and excess return

predictability.

Dividend-Growth Predictability. Cochrane (2011) argues that there is very little dividend-
growth predictability at all horizons. This view is based on a univariate regression with the price-
dividend ratio as a predictor of future dividend growth. The data feature modest predictability,
with an R? in the range of 4% to 9%, depicted by the red squares in the left panel of Figure 10.
However, dividend growth is found to be highly predictable both at short and long horizons, once
additional predictors are included in a VAR based predictive regression, with adjusted R?s as large

as 35% at the 10-year horizon (see Column 2 of Figure 10).3! Importantly, in both the univariate

31This evidence is consistent with Lettau and Ludvigson (2005), Koijen and van Binsbergen (2010), and Jagan-
nathan and Liu (2016) who report R? values from a VAR-based regression that range from 10% to 40%.
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and VAR-based predictive regressions, the model implications for dividend growth predictability
line up with the data and cover the data Rs.

The strong evidence for dividend growth predictability has important implications for the vari-
ability of the log dividend yield dp;. Based on the Campbell and Shiller (1988a) approximate

present value identity it follows that

k k
dpy ~ Y 0 ey = Y0 Adiyj + oFdpe, (19)

j=1 J=1
where ¢ is an approximation constant based on the average dividend yield. Multiplying both sides
of (19) by the log dividend yield and taking expectations implies that the variance of the current
dividend yield can be attributed to its covariance with expected future returns, dividend growth
rates, and the expected future dividend yield, respectively, marked as “R”, “D”, and “DP” in
Figure 10 (see figure notes for details). As k approaches infinity, the dividend yield variability is
explained completely by covariation with expected returns and cash flow growth. We compute the
fraction of variability explained by the three covariances via “Direct” regression (setting k equal
to 15 years and separately regressing the “R”, “D”, and “DP” components on the dividend yield)
and “VAR-based” regression (inferring the k = oo decomposition from the coefficients of a VAR
estimated based on annual data). The estimates based on the direct regressions attribute much of
the variation in dividend yield to variation in discount rates (although not entirely), whereas the
point estimates of the VAR attribute about half of the variation to discount rates and the other
to dividend growth. Again, it is important to note that in both cases the model credible intervals
contain the data point estimates. Moreover, in both cases the credible intervals around the point
estimates are consistent with a view in which a large portion (about half) of the dividend yield

variability is driven by cash flows.32

6 Conclusion

We developed a non-linear Bayesian state-space model that utilizes mixed frequency data to study
the time series dynamics of consumption and its implications for asset pricing. We show that after
accounting for monthly measurement errors there is strong evidence for both a small persistent
predictable component as well as a stochastic volatility component in consumption growth. Impor-

tantly, this evidence emerges when the estimation uses information just from cash flows, namely,

32 Albuquerque, Eichenbaum, Luo, and Rebelo (2016) also examine the 7- and 10-year correlations between cumu-
lative return and cumulative consumption and dividend growth. For brevity, we defer this analysis to the Online

Appendix where we show the model’s credible confidence bands contain the data estimates.



consumption, consumption and output, and consumption and dividends. It is further reinforced
and sharpened when the estimation uses consumption, dividends, and asset return data jointly. The
estimation identifies three volatility processes: one governing dynamics of the persistent cash-flow
growth component, and the other two controlling temporally independent shocks to consumption
and dividend growth. The model is able to successfully capture many asset pricing moments and

improve upon key predictability moments of previous LRR models.

Our findings raise the broader question of whether DSGE models, more generally, should have a
predictable component built into one or more of the exogenous processes that drive macroeconomic
fluctuations. If the goal of the modeling endeavor is to capture business cycle fluctuations at the
quarterly level, then the answer is no, because the signal in the data is not strong enough to render
macroeconomic predictions from a model without this predictable component to be inaccurate. But
if the goal is to rely on long-horizon implications of the model, for instance, with respect to asset

prices, then the answer is affirmative.
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Identifying Long-Run Risks: A Bayesian Mixed-Frequency Approach
Frank Schorfheide, Dongho Song, and Amir Yaron

The Online Appendix contains supplementary material and consists of the following sections:

Data Sources
The Measurement Error Model for Consumption

Solving the Long-Run Risks Model

© a w =

State-Space Representations of the Empirical Models

&

Posterior Inference

F. Supplementary Figures and Tables

A Data Source

A.1 Nominal PCE

We download seasonally adjusted data for nominal PCE from NIPA Tables 2.3.5 and 2.8.5. We
then compute within-quarter averages of monthly observations and within-year averages of quarterly

observations.

A.2 Real PCE

We use Table 2.3.3., Real Personal Consumption Expenditures by Major Type of Product, Quantity
Indexes (A:1929-2014)(Q:1947:Q1-2014:Q4) to extend Table 2.3.6., Real Personal Consumption
Expenditures by Major Type of Product, Chained Dollars (A:1995-2014) (Q:1995:Q1-2014:Q4).
Monthly data are constructed analogously using Table 2.8.3. and Table 2.8.6.

A.3 Real Per Capita PCE: ND+S

The LRR model defines consumption as per capita consumer expenditures on nondurables and
services. We download mid-month population data from NIPA Table 7.1.(A:1929-2014)(Q:1947:Q1-
2014:Q4) and from Federal Reserve Bank of St. Louis’ FRED database (M:1959:M1-2014:M12).

We convert consumption to per capita terms.
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A.4 Dividend and Market Returns Data

Data are from the Center for Research in Security Prices (CRSP). The three monthly series from
CRSP are the value-weighted with-, RV, and without-dividend nominal returns, RX;, of CRSP
stock market indexes (NYSE/AMEX/NASDAQ/ARCA), and the CPI inflation rates, m;. The
sample period is from 1929:M1 to 2014:M12. The monthly real dividend series are constructed as
in Hodrick (1992):

1. A normalized nominal value-weighted price series is produced by initializing Py = 1 and

recursively setting P, = (1 4+ RXy)P,—1.

2. A normalized nominal divided series, Df¥*"_ is obtained by recognizing that Df** = (RN, —
RX)P;_;.

3. Following Robert Shiller we smooth out dividend series by aggregating 3 months values of the

aw

raw nominal dividend series D; = Z?:o Dﬁ " and apply the following quarterly interpolation.

Here, Dy, D;_3, ... is the last month of the quarter.
m
Dy =Dy — g(Dt — Dt_3), m {O, 1, 2} . (Al)
4. We then compute the real dividend growth g4; by subtracting the actual inflation from the

interpolated nominal dividend growth
gat = log(Dy) — log(Dy—1) — m¢. (A.2)

Here inflation rates are computed using the log differences of the consumer price index (CPI)

from the Bureau of Labor Statistics.

Market returns, RNy i1, are also converted from nominal to real terms using the CPI inflation

rates and denoted by 7, 141.

A.5 Ex Ante Risk-Free Rate

The ex ante risk-free rate is constructed as in the online appendix of Beeler and Campbell (2012).
Nominal yields to calculate risk-free rates are the CRSP Fama Risk Free Rates. Even though our
model runs in monthly frequencies, we use the three-month yield because of the larger volume and
higher reliability. We subtract annualized three-month inflation, 743, from the nominal yield,

ift, to form a measure of the ex post (annualized) real three-month interest rate. The ex ante real
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risk-free rate, ry;, is constructed as a fitted value from a projection of the ex post real rate on the

current nominal yield, if;, and inflation over the previous year, m;_12; :

ift — T3 = Lo+ Biipe + Pomi—124 + €443

ree = Bo + Blif,t + /@27rt—12,t-

The ex ante real risk-free rates are available from 1929:M1 to 2014:M12.
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B The Measurement-Error Model for Consumption

For expositional purposes, we assume that the accurately measured low-frequency observations are
available at quarterly frequency (instead of annual frequency as in the main text). Correspondingly,
we define the time subscript ¢ = 3(j — 1) + m, where month m = 1,2,3 and quarter j = 1,.... We
use uppercase C' to denote the level of consumption and lowercase ¢ to denote percentage deviations
from some log-linearization point. Growth rates are approximated as log differences and we use a

superscript o to distinguish observed from “true” values.

The measurement-error model presented in the main text can be justified by assuming that the
statistical agency uses a high-frequency proxy series to determine monthly consumption growth
rates. We use Z3(j_1)4,, to denote the monthly value of the proxy series and Zgj) the quarterly
aggregate. Suppose the proxy variable provides a noisy measure of monthly consumption. More

specifically, we consider a multiplicative error model of the form
Z3(—1)+m = C3(j—1)4+m eXP(€3(j—1)4m)- (A.3)

The interpolation is executed in two steps. In the first step we construct a series é§(j-1) e and
in the second step we rescale the series to ensure that the reported monthly consumption data add
up to the reported quarterly consumption data within the period. In Step 1, we start from the

level of consumption in quarter j — 1, C’g ) and define

j—1
~0 ,0 ZS(j71)+1

e
- Z3(j-1)41 <Z3('1)+2> Z3(j-1)+2
G — 7 j J =0t | =
3(j—1)+2 (J—1)< ijfl) Z3(j—1)+1 G- ZE’H)

o _ oue [ ZBG-na <Za<jl)+2> <Za<jl)+3> _ oo (23U
3G-1)+3 i =00 .
s U\ 2y Z3j-1)+1/) \Z3(j-1)+2 GD\ZE
Thus, the growth rates of the proxy series are used to generate monthly consumption data for

quarter ¢. Summing over the quarter yields

q

q,0 Z(]) A
= Cl e (AB)
(G-1)

Z3G-1)+1 . Z3(j-1)+2  Z3(j—1)+3

q q q
Z () Z () Z1)

3

~q,O _ ~o _ q,0

ClT =2 Ciynyem =Cly
m=1
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In Step 2, we adjust the monthly estimates C’g’( by the factor C%°/C%, which leads to

j=1)+m @7 =G)
or? Taps
0 _ (o () | _ o0 2301 +1
3G—1)+1 = 3(j—1)+1<c~,g?3)) =C{) z7 (A.6)
j
q?o
co _ o €0\ _ cooZati-ns2
30-D+2 = W3G-D+2\ Aao | T V(@) g9
() ()
cre Dt -
o _ (Yo U\ _ 043(j—1)+3
Cs(j-1)+3 03(j1)+3<ézzz§>> - CEIJ) ZE?,)
J J

and guarantees that
3
q,0 __ o
C'(j) B Z 03(j—1)+m'
m=1

We now define the growth rates g7, = log CY —log CY_; and g.; = log Cy — log Cy—1. By taking
logarithmic transformation of (A.3) and (A.6) and combining the resulting equations, we can deduce

that the growth rates for the second and third month of quarter ¢ are given by

92,3(j_1)+2 = 9e3(j—1)+2 T €3(j—1)+2 — €3(j—1)+1 (A.7)
Jos(j—1)+3 = Ye3(-1)+3 T €3(j—1)+3 — €3(j—1)+2-

The derivation of the growth rate between the third month of quarter 7 — 1 and the first month of

quarter j is a bit more cumbersome. Using (A.6), we can write the growth rate as

9373(j_1)+1 = lOg 083) + IOg Z3(j—1)+1 — lOg Zgj) (A8)

— log C(q]’(il) — 10g Z3(j—2)+3 + IOg Z(qj—l)'

To simplify (A.8) further, we are using a log-linear approximation. Suppose we log-linearize an
equation of the form
Xy = Xag—n+1 + Xag—n+2 + Xa(-1)+3
around X! and X, = X}/3, using lowercase variables to denote percentage deviations from the
log-linearization point. Then,

. 1
() = 3(@3(-1+1 + T3(-1)2 + Ta(1)4s).

Using (A.3) and the definition of quarterly variables as sums of monthly variables, we can apply

the log-linearization as follows:

o 1
IOg CEIJ’) — IOg ZEIJ) = log(C’g/Zf) + 6((]]) - g( 3(]'*1)+1 + 63(]',1)+2 + 63(j,1)+3). (Ag)
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Substituting (A.9) into (A.8) yields

gg,S(j71)+1 = Ye3(j—1)+1 T €3(j—1)+1 — €3(j—2)+3 T G?j) — Et(ljfl) (A.10)

1 1
—g( 3(j—1)+1 T €3(j—1)+2 + 63(j—1)+3) + g( 3(j—2)+1 T €3(j—2)+2 + 63(j—2)+3)-

An “annual” version of this equation appears in the main text.
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C Solving the Long-Run Risks Model

This section provides solutions for the consumption and dividend claims for the endowment process:

Jet+1 = fhe T+ Tg+ OctNettl (All)
Gdi+1 = Hd+ ¢t + TOc e 41 + Od iNd1+1
Tirl = PTt+ O tNett+1
Tat+1l = PATAE T OXNt+1
2 T _\2 2
Oct+l = (1 = ve)(peo)” + VeOgy + Ow Wet+1
2 _\2 2
Ogt+1 — (1 - VJJ)(()OJJO') + VaOpg t + Ow, W t+1
2 _\2 2
Odt+1 — (1- Vd)(‘PdU) T V40g 1 + Ow,Wd 41

Mit4+15 M t+1, Wigr1 ~ N(0,1), i€ {c,z,d}.

The Euler equation for the economy is

Et [exp (myy1 +1it+1)] =1, i€ {e,m}, (A.12)
where )
myp1 = 0logd + 0y 441 — ¥9c7t+1 + (0 — )reit (A.13)

is the log of the real stochastic discount factor (SDF), 7441 is the log return on the consumption
claim, and 7,11 is the log market return. (A.13) is derived in Section C.5 below. Returns are

given by the approximation of Campbell and Shiller (1988a):

Tet+l = Ko+ K1PC4+1 — PCt + e+l (A.14)

Tmi+l = Kom + K1,mPdir1 — pdy + gd 141

The risk premium on any asset is

1
Et("”i,t—i—l — Tfﬂg) + §Vart(ri,t+1) = —Covt(mt+1, Ti,t—i—l)- (A15)

In Section C.1 we solve for the law of motion for the return on the consumption claim, r.;41. In
Section C.2 we solve for the law of motion for the market return, r,,¢+1. The risk-free rate is
derived in Section C.3. All three solutions depend on linearization parameters that are derived in

Section C.4. Finally, as mentioned above, the SDF is derived in Section C.5.
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C.1 Consumption Claim

In order to derive the dynamics of asset prices, we rely on approximate analytical solutions. Specif-

ically, we conjecture that the price-consumption ratio follows
pcy = AO + Alwt + Al’)\.TU,\,t + AZ,CU?,t + AQ,ngJ (A.lﬁ)

and solve for A’s using (A.11), (A.12), (A.14), and (A.16).
From (A.11), (A.14), and (A.16)

Tet+l — {ffo + Ag(k1 — 1) + pe + HlA?,x(l - VZ)(‘PE&)Q + ”1A2,C(1 - VC)(9005)2} (A.17)
1
+ axt + Aja(kipa — Dy g + Ao p(K1ve — l)aiyt + Ag c(Kive — 1)02’15

+  OctNeit1 + K1 A10 Me i1 + K1ALNOADN 141 + K1 A2 200, We t41 + K1A2 0w, We t 41
and from (A.11), (A.12), (A.14), and (A.16)
mi1 = (0—1) {/{0 + Ap(k1 — 1) + K1 A2 (1 — Vx)(cpxﬁ)Q + k1Ag(1 — uc)(gpcc})Q} (A.18)
1
- YH+ HlOg(S - Ext + PAT Nt + (0 - 1)A2,x("£lyx - 1)0920,t + (0 - 1)A2,C(K/1VC - 1)0'27,5

— YOeiNepr1 + (0 — D)k1A1oe e 1 + {(0 — D)r1 Ay + 0} oannitt

+ (9 - 1)K1A2,zawzwx,t+1 + (0 - 1)K1A2,c0wcwc,t+1-

The solutions for A’s that describe the dynamics of the price-consumption ratio are determined

from

1
E¢ [mis1 + reps] + §Va7"t [Mig1 +7eps1] =0

and they are

1-1 9 (11 Ay)2 9(1—1)2
A 141 2
L B e VSt
— K1p 1 —K1pa 1— Ky 1 — ki,
and Ag = Alé_:?g, where
1
A(l) = logd + ko + p(1 — i) + k1A2 (1 — Vx)((px5')2 + k1A (1 — I/c)((pca')Q
0
A(Q) = 5 {(K/lAl,/\ + 1)20'/2\ + (’{1142,:1:0'11;1)2 + (/{1142760'11;0)2} .

For convenience, (A.18) can be rewritten as

mg41 — Et[mt—i-l] = )\cac,tnc,t—‘rl + Axgx,tna:,t—i—l + )\)\UAnA,t—l-l + szawzwaz,t—i-l + )\wcawcwc,t+1-
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Note that As represent the market price of risk for each source of risk. To be specific,

1, ki 0 — K1pa
Ae = Ae = (v —— , Ay =——=, A.20
Nt (L P S (et (Ut Y

e 2(1 — Kvz) 1—rip = 7% 2(1 — rve)
Similarly, rewrite (A.17) as
Tet+1 — Et[rc,t—f—l] = ﬁc,cac,tnc,t—‘rl + Bc,xo'cc,tn:c,t-‘rl + 60,)\‘7}\7]}\,1&4—1 + /Bc,wwo'wzwx,t—i—l + /Bc,wcawcwc,t+1
where

/Bc,c =1, /Bc,x = I€1A1, /Bc,)\ = KflAl,)\a /Bc,wz = ’ilAQ,xa /Bc,wC - /ilAQ,c‘ (A21)
The risk premium for the consumption claim is
1

Ei(reie1 —rfe) + §Vart(rcvt+1) = —Covt(Mmit1,Tcit1) (A.22)

2 2 2 2 2
= Bc,:p)\max,t + /Bc,c)\cgqt + Bc,/\)\)\a)\ + /30,71).7; )\wz Owy + Bc,w,;)\wca—wc'

C.2 Market Return
Similarly, using the conjectured solution to the price-dividend ratio

pdi = Agm + Atm@t + A pm@at + A2om0oy + AzemOes + A2 amoa, (A.23)
the market return can be expressed as

T"mit+1 = /iO,m + AO,m(ﬁl,m - 1) + Hd + Hl,mAZ;L’,m(l - Vm)(‘Pm&)Z (A24>
K1m Az em(1 = ve)(0e0)? + 51m Az, am(1 = va)(9ad)” + {6+ Avm(k1mp — 1)} 2
(K1,mPx — 1)A1,A,m$/\,t + Az g m(K1mVe — 1)‘7925,1& + Az em(F1mVe — 1)02,75

2
Az am(K1,mVa — 1)0g + TOcate i1 + Odid i+t + F1m AL mOz N t+1 + K1m AL xmOAIA 141

+ + 4+

’{fl,mAZ,x,mo'wmwx,t—i-l + Kfl,mAQ,c,mO-wcwc,t—i-l + ’il,mAQ,d,mo'wdwd,t—l—l-
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Given the solution for A’s, A,,’s can be derived as follows:

A(l)s'r% + AQnd

A 0,m
0,m 1_ Kt
=
A - v
1,m 1 KLmp
P
A N s S
LAm 1_ PR
Ay — LU0 = 1)k1 AL+ KimArm )2 + (0 — 1) (k1 — 1) Aoy
o 1- R1,mVzx
4 C Mm )2+ (0 - 1) (kave — 1) Ag,
sem 1- R1mVc
1
A - 2
2,d,m 1— Hlymljd’

where

(A.25)

A(l)svtn = Ologd+(0—1) {"‘fO + Ao(k1 — 1) + K1 A24(1 — Vw)(‘Pw&)Q + K1 d2,0(1 — VC)(‘PC5)2}

— YW+ Kom + ta t+ ’fl,mAZx,m(l - VI)(‘P:E&)2 + ”17mA27C7m(1 - VC)(()OC&)2
+  KimAzam(l — va)(pad)?

1 2 2
A%% = 5 <""71,mA2,$,m0'wx + (9 - 1)’§1A2,$0wx> + 5 <’fl,mA2,c,mUwc + (0 - 1)51A2,00wc>
1 2 2
+ 3 (Hl,mAz,d,mde> + 3 (Fdl,mAl,)\,mU,\ + (0 —1)k1 A1 yon + 90,\> :

Rewrite the market-return equation (A.24) as

Tmt+1 — Bt [T t1]
= /Bm,cac,tnc,t+1 + Bm,xo'a:,tnx,tJrl + ﬁm,dgd,tnd,t—‘rl + Bm,)\o-kn)\,t—l-l

+Bm,wz Ow, Wxt+1 ﬁm,wcawcwc,t—i—l + /Bm,wdawdwd,t+la

where

/Bm,c = T, ﬁm,x - Kfl,mAl,mp ﬁm,d =1, 5m,>\ = ’Ql,mAl,)\,ma

ﬁm,wz = Rl,mAQ,w,ma Bm,wc = "il,mA2,c,m7 Bm,wd = ’il,mAQ,d,m-
The risk premium for the dividend claim is

1
E(rma+1 —rfe) + §Va7"t(7"m,t+1)

= —Couv (mt+1, Tm,t+1)

2 2 2 2 2
= Bm,x)\xULt + /Bm,cAcUc,t + Bm)\)‘)\o-,\ + ﬁm,wz )\wz Owge + Bm,wc)\wco-wc-

(A.26)

(A.27)



Schortheide, Song, and Yaron (2017): Online Appendix A-11

C.3 Risk-Free Rate

The model-driven equation for the risk-free rate is
1
rie = —Eg[mg] - §Va7“t [mi41] (A.28)

0 1
= —0logd — K[z 41] + EEt [ge,t41] + (1 = O)Ey [rei41] — §VGTt [mig1] .

Subtract (1 — 0)rs, from both sides and divide by 6,

1 1 1-6 1
rpe=—logd — 5Et [Zx41] + aEt (e t41] + ( 7 )Et [rer1 —7rel — %th [mes1]  (A.29)
From (A.11) and (A.18)
rie = Bo + Bias + Biaag + Bowos, + Bocosy,
where
O (1= 5y = )R _lamlo s
1 — w’ 1,0 — p)ﬂ 2,:2 - 2(1 _ Hlp)2 9 2,0 2 ,(/} °
and
By = —flogd — (9 - 1) {HO + (Kvl - 1)A0 + HIAZ,m(l - Vm)(@ﬂc&)g + %1A2,c(1 - Vc)((pca')Q}
1 1 1
-+ YU — 5 {(9 — 1)/431142@0'11,2}2 - 5 {(9 - 1)"01A27cawc}2 - 5 {((9 - 1)’€1AL)‘ + 9)20/2\

C.4 Linearization Parameters

For any asset, the linearization parameters are determined endogenously by the following system

of equations:

pdi = Avilpd) + Y Azjpdy) x (950)°

je{c,x,d}
exp(pd;)
K1, — =
1 + exp(pd;)
ko = log(1+exp(pd;)) — K1,ipd;.

The solution is determined numerically by iteration until reaching a fixed point of pd;.
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C.5 Deriving the Intertemporal Marginal Rate of Substitution (MRS)

We consider a representative-agent endowment economy modified to allow for time-preference
shocks. The representative agent has Epstein and Zin (1989) recursive preferences and maximizes
her lifetime utility

[

1— 1—v

Vi=max (1= NG, 7 +6(E[V)

subject to budget constraint

Wig1 = (W — Ct)Rev41,

where W} is the wealth of the agent, R, ;41 is the return on all invested wealth, ~ is risk aversion, § =

1— At+1
1-1/4° At

off current versus future utility and is referred to as the time-preference shock (see Albuquerque,
Eichenbaum, Luo, and Rebelo (2016)).

and 1) is intertemporal elasticity of substitution. The ratio determines how agents trade

First conjecture a solution for V; = ¢;W;. The value function is homogenous of degree 1 in wealth;

it can now be written as

0

1— 11—
¢ We = max | (1 -0)ACy * + 8 (Ee(pr1Wig1)' 7)) ® ’ (A.31)
t
subject to
Wig1 = (W — Cy)Re 41

Epstein and Zin (1989) show that the above dynamic program has a maximum.

Using the dynamics of the wealth equation, we substitute W41 into (A.31) to derive

6
7 1- 111
¢tWt = HICaX |:(1 — 6))\tC’t 0 -+ (S(Wt — C’lg)T7 (Et[<¢t+1RC’t+1)l_’y]) 0 . (A32)
t
At the optimum, C; = bW, where b; is the consumption-wealth ratio. Using (A.32) and shifting
the exponent on the braces to the left-hand side, and dividing by W3, yields

1—

¢ " = (1=0)\ <§/§> s 5<1 - 52) N (Et[(¢t+1Rc,t+1)1_W])% (A.33)

or simply

S

gzth7 =(1- 6)>\tb;%7 +0(1— bt)kTV (Ee[(¢r41Rers1)7]) 7. (A.34)

The first-order condition with respect to the consumption choice yields

1—y
5 1
t

(1= )b ? = 6(1— b)) T (B (drs1 Rewrn) ™)) 7. (A.35)
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Plugging (A.35) into (A.34) yields

1—~v—06
vy

o L/ -
o= (- mN T () o

1
Y 1o
o — (1= §)7AT <Ct ) o (A.36)

The lifetime value function is ¢ Wy, with the solution to ¢; stated above. This expression for ¢, is
important: It states that the maximized lifetime utility is determined by the consumption-wealth

ratio.

(A.35) can be rewritten as

0
b 3 _
-0 (25) T = RGBT (A37)
— 0t
Consider the term ¢;41 R t41:
1
w2 -9
bry1Repr1 = (1= 0)7 AL <W;+1 ) Rety1. (A.38)
t+1
After substituting the wealth constraint, g}:l = V?,’jé{ ?tl . Rciﬂ = Ii t;ll . litbt7 into the above
expression, it follows that
v a5 by = Gt =
¢t+1Rc,t+l = (1 - 6) -1 )‘t+1 ﬁ R Rc,t—i—l- (A39)
— Ut c,t+1
After some intermediate tedious manipulations,
b \ ¥ -
PG Per) ™ = 0= (12 ) TG R (A.40)

Taking expectations and substituting the last expression into (A.37) yields
0 A1)’ ~% po—1
4 Et[ N Gt+1Rc,t+1RC,t+1] =1 (A-41)

From here we see that the MRS in terms of observables is

M1\’ L o
Mg =60 (T;) G, R L. (A.42)
The log of MRS is
0
mey1 = 0logd + 0xy 41 — G + (0 — Dregtt, (A.43)

where z)+41 = log()‘g\—tl).
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D State-Space Representations of the Empirical Models

Below we describe the the state-space representation for the LRR model. The state-space represen-
tation for the cash-flow-only specifications can be obtained by eliminating the asset returns (7, ¢41

and 7¢,) from the set of measurement equations.

D.1 Measurement Equations

In order to capture the correlation structure between the measurement errors at monthly frequency,
we assumed in the main text that 12 months of consumption growth data are released at the end
of each year. We will now present the resulting measurement equation. To simplify the exposition,
we assume that the monthly consumption data are released at the end of the quarter (rather than

at the end of the year). In the main text, the measurement equation is written as
Yt+1 = At+1 (D + Z3t+1 + ZvS;}Jrl(hH_l, ht) + E“ut+1>, Ut41 ~ N(O, I) (A44)

The selection matrix A;41 accounts for the deterministic changes in the vector of observables, ;1.
Recall that monthly observations are available only starting in 1959:M1. For the sake of exposition,
suppose prior to 1959:M1 consumption growth was available at quarterly frequency. We further
assume that dividend growth data are always available in the form of time-aggregated quarterly
data. Then (we are omitting some of the o superscripts for observed series that we used in the

main text):

1. Prior to 1959:M1:

(a) If t + 1 is the last month of the quarter:

9een 533155000

q

g 0 000 O0OT1O0O0
Yir1 = AL Ay =

Tm,t4+1 0 000O0O0OT1TO

Tt 00000001

(b) If ¢+ 1 is not the last month of the quarter:

95 0000100
Y1 = | Tmat1 |» Ar1=1]0 01

Tt 0 0

2. From 1959:M1 to present:
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(a) If t + 1 is the last month of the quarter:

[ gers1 | (1000000 0]
eyt 01 000O0TO0OTO O
Je,t—1 001 00O0O0TU O
Yer1 = | 7, y o App =
95 00000T100
Tm,t+1 000O0O0OO0OT10QO0
Tft 0000000 1
(b) If t + 1 is not the last month of the quarter:
ggvt 41 000O0O0OT1TQO0OF@O
Y1 = | Tmat1 |» A+1=10 0 0 0 0 0 1 0
Tt 00 0O0O0OTO0OTGO?1

The relationship between observations and states (ignoring the measurement errors) is given by

the approximate analytical solution of the LRR model described in Section C:

Geg+1 = fe+ Ty + 0ciNe i1 (A.45)
9di+1 = Hd+ OTp+ TOcNett1 + OdiNdi+1
Tmi+1 = {Kom + (Kim — 1)Aom + pa}t

+  (KimAim)Ter1 + (6 — Aim)Te + (KimAiam)Tai+1 — Al m@rt + TOc e t+1 + OdiNdi+1

+ (FimAsem)0s i1 — AsemOa s + (FimAsem) 01 — AzemOor + (FLmA2dm)og 1 — A2dm0a,

2 2
T By + Bixy + Biaxae + B2y + Bacogy

Nit+15 M t+1, Wigr1 ~ N(0,1), @€ {c,z,d}.

In order to reproduce (A.45) and the measurement-error structure described in Sections 2.1 and 3.2,

we define the vectors of states s;y1 and sy, as
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St+1 =

It can be verified that the coefficient matrices D, Z, Z¥, and X¢ are given by

Te41

Tt

Tt—1

Ti—2

T3

Tt—q
Oc,tMe,t+1
Oc,t—1T7c,t
Oc,t—2"Mc,t—1
Oc,t—3"Mc,t—2
Oc,t—4Tc,t—3
Oe€t+1

Oc€t

Oc€t—1
Oc€t—2
Oc€t—3
Oc€t—4
Ug€g+1

olef

olef
035372
Od,tNd,t+1
Od,t—17d,t
Od,t—2Md,t—1
0d,t—37d,t—2
Od,t—47d,t—3
T t+1

Tt

v
St41 =

(A.46)
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The coefficients ji,0 to p,12 are obtained from the solution of the LRR model:

Kl,mAQ,z,m

_A2,ac7m

’il,mAZ,c,m

_A2,c,m

Hl,mA2,d,m

_AQ,d,m

M7

Hr8

Hr,9

Hr,10

Hr 11

Hr,12

kom + Aom(Kim — 1) + 1g

/{fl,mAl,m
¢ - Al,m

"fl,mAl,)\,m

_Al,)\,m

Hr,0

Hr,1

Hr2
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D.2 State Transition Equations

Using the definition of s;y; in (A.46), we write the state-transition equation as

(A.47)

Si+1 = Psp + vig1(hy).

Conditional on the volatilities h;, this equation reproduces the law of motion of the two persistent

conditional mean processes

(A.48)

PTt + Og tNat+1

Tt41

PAZAE + TN t+1

TXt+1

The matrices ®

and it contains some trivial relationships among the measurement-error states.

and vyy1(hy) are defined as

PX
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and

[ oa,tNe,t+1 |
0
0
0
0
0

Oc,tMe,t+1

viy1(ht) =

© © © o

q
aa

)
S

(=R
+
-

0
Id,tNd,t+1
0
0
0
0
IXTIN t+1
0

The law of motion of the three persistent conditional log volatility processes is given by

hiv1i = VYhy + Zpwegq, (A.49)
where
. p. 0 0
hiy1 = hetv1 | o v = 0 pn O
| hag 0 0 pny
Thy 1= Pha 0 0 We t+1
Yp = 0 Ohor/1 = pf., 0 s Wil = | Wept1
0 0 Ohgr/1 — p%d W, t+1
We express

Ozt = Pz0 eXp<ha:,t)7 Oct = PcO eXp(hc,t)7 Odt = Pdo eXP(hd,t)7

which delivers the dependence on h; in the above definition of v¢41(+). ¢ = 1 is normalized.
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E Posterior Inference

E.1 Model With Asset Prices

To construct a posterior sampler for the LRR model (see Section 5 for estimation results), we use
a particle-filter approximation of the likelihood function, constructed as follows. Our state-space
representation, given the measurement equation (A.44) and the state transition equations (A.47)
and (A.49), is linear conditional on the volatility states (hy1, k). The particle filter uses a swarm
of particles {z], W/ jj‘/il to approximate

M
B[ (z0)[¥iu] & 1= > WEA(:)) (A.50)
j=1

Throughout this section we omit the parameter vector © from the conditioning set. Here h(-) is
an integrable function of z; and the approximation =, under suitable regularity conditions, can be

stated formally in terms of a strong law of large numbers and a central limit theorem. In general,

z] would be composed of hg, h{fl, and sg. However, given that the state-space model is linear

conditional on (h¢, hy—1), we can replace s{ by

/

vec(E[sﬂh{, h{fl, 5/1:,5]), vech(Var[sﬂhg, h{fl, Y;[;t]) ,

where vech(-) stacks the non-redundant elements of a symmetric matrix. The use of the vector of
conditional means and covariance terms for s; in the definition of the particle zg leads to a vari-
ance reduction in the particle filter approximation of the likelihood function. The implementation
of the particle filter is based on Algorithm 13 in Herbst and Schorfheide (2015). The particle-
filter approximation of the likelihood function is embedded into a fairly standard random walk

Metropolis-Hastings algorithm (see Chapter 9 of Herbst and Schorfheide (2015)).

E.2 Models Without Asset Prices

The estimation of the cash-flow only models in Sections 2 and 3 is considerably easier because the
volatility states do not affect the conditional means of the observables. As before in the model
with asset prices, the state variables are the model-implied monthly cash flows and the the latent
volatility processes h;;. Let ©.f denote the parameters that denote that cash-flow processes, ©y,
the parameters that control the evolution of the volatility processes, and H” the sequence of latent

volatilities.

The MCMC algorithm iterates over three conditional distributions: First, a Metropolis-Hastings

step is used to draw from the posterior of ©.¢ conditional on (Y, (HT)(S), G)Efil)). Second, we
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draw the sequence of stochastic volatilities H” conditional on (Y, @Sc), @25_1)) using the algorithm
developed by Kim, Shephard, and Chib (1998). It consists of transforming a nonlinear and non-
Gaussian state space form into a linear and approximately Gaussian one, which allows the use of
simulation smoothers such as those of Carter and Kohn (1994) to recover estimates of the residuals
ni¢. Finally, we draw from the posterior of the coefficients of the stochastic volatility processes,
0Oy, conditional on (Y, HT(), 6((;;)).
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F Supplementary Figures and Tables
This section provides supplementary empirical results that are referenced in the main paper.

e Table A-1: provides estimates of alternative specifications of the consumption growth model

considered in Section 2.2 and supplements Table 1.

e Table A-2: provides estimates of a bivariate cash-flow model in which consumption and divi-
dends are cointegrated. These estimates are referenced in the part Cointegration of Dividends

and Consumption. of Section 3.2.

e Table A-3: This table appeared in the main text of an earlier version of the paper. Comparing
the estimates of p from Table 6 based on cash-flow data only to the estimate obtained in
Table 7 by estimating the LRR model based on cash flow and asset return data, we observed
that the posterior mean increases from 0.94 and 0.95, respectively, to 0.99 once asset returns
are included. To assess the extent to which the increase in p leads to a decrease in fit of
the consumption growth process, we re-estimate model (4) conditional on various choices of
p between 0.90 and 0.99 and re-compute the marginal data density for consumption growth.
The results are summarized in the table. The key finding is that the drop in the marginal
data density by changing p from p to 0.99 is small, indicating that there essentially is no

tension between the parameter estimates obtained with and without asset prices.

e Figure A-1: contains further posterior predictive checks for the R? values associated with
consumption and return predictability regressions. It supplements Figure 9 in Section 5.3 and
shows model how the model-implied predictive distribution of the R?’s changes as different

sources of risk are switched off. These results are mentioned in the main paper in Footnote 25.

e Figure A-2: This figure appeared in the main text of an earlier version of the paper. It exam-
ines the model’s implication with respect to the long horizon correlation between consumption

growth (dividend growth) and returns — that is the H-th horizon correlation

H

H
corr(z T t+hs Z Actyp).

h=1 h=1
Our model performs well along this dimension. Under the “Benchmark” specifications (all
shocks are active), the 10-year consumption growth and 10-year return have a correlation of
0.3, but with a very wide credible interval that encompasses -0.2 to 0.7, which importantly
contains the data estimate. The analogous correlation credible interval for dividend growth

ranges from 0 to 0.8, with the data at 0.4 and again very close to the model median estimate.
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It is noteworthy that these correlation features are primarily driven by “Growth and Volatility

Risks.” Albuquerque, Eichenbaum, Luo, and Rebelo (2016) highlight that preference shocks

improve the LRR model-performance for these long horizon correlations. The “Preference

Risk” subplots provide the correlations when all shocks except x); are shutdown. These

plots show that the preference shocks improve fit by generating lower credible intervals for

consumption, yet deteriorate fit by generating way too large long horizon correlations for
dividends.

Table A-1: Posterior Median Estimates of Consumption Growth Processes

Prior Distribution

Posterior Estimates

State-Space Model / Measurement Error Specification 11D ARMA
M&A No ME No ME M M M M (1,2)
AR(2) pe#0 py, #0 NoAveOut
Distr. 5%  50%  95% (1) (2) (3) (4) (5) (6) (7) (8) 9)
lhe N -.007 .0016 .0100 .0016 .0016 .0016 .0016  .0016  .0016 .0016 .0016 .0016
p U -.90 0 90 918 -.287 -.684 918 918 919 919 - 913
02 U -.90 0 .90 - - -.353 - - - - - -
D U .05 0.5 95 .681 - .669 704 .644 .681 - -
U 1 1.0 1.9 - 1.12 482 - - - - - -
o IG  .0008 .0019 .0061 .0018 .0022 .0027 .0018  .0017  .0019 .0018 .0033 .0032
Oc IG  .0008 .0019 .0061 .0018 - .0018  .0019  .0018 .0018 - -
ol IG  .0007 .0029 .0386 .0011 - - - - - - - -
Pe U -.90 0 .90 - - - - .060 - - - -
Py U -.90 0 .90 - - - - - -.046 - - -
G N -8.2 0 8.2 - - - - - - - - -1.14
G2 N -8.2 0 8.2 - - - - - - - - .302
Inp(Y) 2887.1 2870.8 2870.3 2886.2 2883.9 2885.8 2886.5 2863.2 2884.0

Notes: The estimation sample is from 1959:M2 to 2014:M12. We denote the persistence of the growth component
by p (and ps if follows an AR(2) process), the persistence of the measurement errors by pe, and the persistence of 7,
by pn. We report posterior median estimates for the following measurement error specifications of the state-space
model: (1) monthly and annual measurement errors (M&A); (2) no measurement errors (no ME); (3) no measurement
errors with AR(2) process for z; (no ME AR(2)); (4) monthly measurement errors (M); (5) serially correlated monthly
measurement errors (M, pe # 0); (6) serially correlated consumption shocks 1. (M, p, # 0, p > py); (7) monthly
measurement errors that do not average out at annual frequency (M, NoAveOut). In addition we report results for
the following models: (8) consumption growth is iid; (9) consumption growth is ARMA(1,2).
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Table A-2: Posterior Estimates: Cointegration of Consumption and Dividends

Prior Posterior
Distr. 5%  50%  95% 5% 50%  95%
Consumption
P U -.9 0 9 907 951 .984
pr U .05 .50 .95 314 515 946
o 1G .0008 .0019 .0061 .0022 .0028 .0034
pn, NT .27 .80 .999 976 992 999
0,210 IG .0013 .0043 .0283 .0012 .0037 .0117
Dividends
¢ae U -9.0 0 9.0 -7.10 -5.66 -4.64
Ps U -9 0 .9 997 998 999
ps U 15 150 285 86.5 148.0 241.2
pn, NT .27 .80 .999 995 998 .999
U,ZZS I1G .0007 .0029 .0392 .0008 .0014 .0028
Measurement Errors
O 1G .0008 .0019 .0061 .0010 .0012 .0015
ol IG .0008 .0029 .0387 .0005 .0044 .0109
Oge 1G .0008 .0029 .0387 - .10 -

Notes: We utilize the mixed-frequency approach in the estimation: For consumption we use annual data from 1930
to 1959 and monthly data from 1960:M1 to 2014:M12; we use monthly dividend annual growth data from 1930:M1 to
2014:M12. For consumption we adopt the measurement error model of Section 2.1. We allow for annual consumption
measurement errors €; during the periods from 1930 to 1948. We impose monthly measurement errors €; when we
switch from annual to monthly consumption data from 1960:M1 to 2014:M12. We fix . = 0.0016 and pq = 0.0010 at
their sample averages. Moreover, we also fix the measurement error variances (o .)? and (oy,c)* at 1% of the sample

variance of dividend growth and the risk-free rate, respectively. N, N7, G, IG, and U denote normal, truncated
(outside of the interval (—1, 1)) normal, gamma, inverse gamma, and uniform distributions, respectively.
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Table A-3: Marginal Data Densities for Consumption Growth Model

Estimation Fixed p Estimated p
Sample 0.90 0.94 0.95 0.97 0.99

1959-2014  2925.9 2935.9 2935.5 2934.8 2927.5 2930.1 (p = 0.95)
1930-2014 29127 2914.2 2913.3 2912.1 2909.3 2909.9 (p = 0.94)

Notes: We estimate the consumption-only model (4) conditional on various choices of p (“Fixed p”) and compute

marginal data densities. We also report the marginal data densities for the estimated values of p (“Estimated p”)
based on the posterior mean estimates (in parentheses) from Table 3.

VAR-Based

Benchmark

Figure A-1: Predictability Checks
Consumption Growth

Univariate

2 4 6 8 10
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Notes: We fix the parameters at their posterior median estimates. The red squares represent R? values obtained from

the actual data. The boxes represent 90% posterior predictive intervals and the horizontal lines represent medians.
The “Benchmark” case is based on simulations with all five state variables ¢, x ¢, crg,t, Uf,t, and ait; “Growth and
Volatility Risk” is based on x; and aﬁyt only; “Growth Risk” is based on x; only. The horizon is measured in years.
The VAR-Based R?s are constructed as in Hodrick (1992).
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Figure A-2: Correlation between Market Return and Cash-Flow Growth Rates

Cort(X 1y Tty ony Acein) Corr(S4 Pty oney Adyin)
Benchmark Preference Risk Benchmark Preference Risk
1 1 1

05 05 05 H 05 H L.

i I

2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10
Horizon Horizon Horizon Horizon

o
o

Notes: We fix the parameters at their posterior median estimates. The “Benchmark” case is based on simulations
with all five state variables x¢, zx ¢, oiyt, ait, and ait; “Preference Risk” is based on x ¢ only.
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