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2.  ABSTRACT  

HEMATOCRIT-CORRECTED DIFFUSE OPTICAL MONITORING OF BLOOD FLOW AND OXYGEN METABOLISM 

DURING CARDIOPULMONARY BYPASS 

Emilie Jan Benson 

Arjun G. Yodh 

Wesley B. Baker 

This thesis addresses the need for continuous cerebral monitoring immediately after birth.  For 

at-risk populations, such tools potentially enable early detection of injury and possible interventions to 

mitigate further neurological injury. More specifically, adverse neurological outcomes are common in 

neonates with severe congenital heart defects following cardiac surgeries that employ cardiopulmonary 

bypass (CPB). Since adequate oxygen delivery and metabolism are both critical for avoiding neurologic 

injury, we have developed instrumentation to monitor cerebral impacts of CPB, and we have utilized this 

instrumentation in animal model (swine) experiments which explore the use of mild hypothermic CPB 

(MH-CPB) for neuroprotection (by decreasing metabolic demand).  

Here we employ diffuse optics, specifically combined instrumentation based on diffuse optical 

spectroscopy (DOS) and diffuse correlation spectroscopy (DCS), as a continuous, non-invasive and 

portable means of measuring absolute blood oxygenation, oxygen extraction fraction, blood flow, and 

oxygen metabolism in the brain during and after MH-CPB surgery. We applied these technologies to a pre-

clinical neonatal model of swine undergoing CPB. Notably, we concurrently obtained other metabolic 

biomarkers from invasive cerebral microdialysis sampling, including metrics of metabolic distress (lactate-

pyruvate ratio) and injury (glycerol). Thus, the work provides comparison metrics for diffuse optics, and 

the work teaches us about brain physiological response during mild hypothermic CPB.    

The measurements were performed before, during, and after MH-CPB in a neonatal swine model 

(n=28). Changes in cerebral physiology during and after MH-CPB were assessed using linear mixed effects 
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models. Importantly, profound changes in hematocrit during MH-CPB (e.g., +54% variation from baseline) 

motivated the development and application of a hematocrit-corrected analysis for the optical 

measurements; we found that the hematocrit corrections led to reduced cerebral blood flow and oxygen 

metabolism values compared to predictions of the conventional analysis of diffuse optical data. We 

believe that this approach for hematocrit correction is important, because it could impact optical 

measurements in a plethora of medical procedures wherein hematocrit is likely to change, e.g., blood 

transfusions, large loss of blood during surgery, or extracorporeal membrane oxygenation (ECMO).  

Using this correction, and other standard diffuse optics analyses, we learned about brain 

physiology during and after MH-CPB.  While no significant metabolic distress was detected during CPB, 

we did find that several parameters (i.e., glycerol, StO2) were significantly elevated 0 to 8 hours following 

MH-CPB and then started to resolve between 8 and 24 hours after CPB. Coupled with our pathology 

results, this finding suggests that a resolution in neurologic injury from CPB occurs around 8-12 hours 

post-CPB. Thus, more care may be needed for the first 8-12 hours.  

We also found that amount of oxygen extracted from blood significantly increased during CPB, 

while blood flow and cerebral metabolism slightly decreased with increased duration on bypass. This 

finding could indicate that prolonged exposure to CPB can cause additional neurologic injury.  

In addition to the hematocrit/MH-CPB studies, this thesis also addressed two weaknesses of the 

current generation of diffuse optical probes. The first advance developed/demonstrated a chassis 

coupling technique which improved reproducibility of any diffuse optical measurements that involved 

attachment and reattachment of the probe to the tissue surface. The second advance improved the 

capability of the probe to measure blood flow through hair, which is a major absorber of light that reduces 

signal-to-noise of brain measurements. This scheme placed fibers directly on the scalp, ‘combing’ the hair 
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out of the way; the work identified a path for additional improvements to improve patient comfort and 

measurement fidelity in clinical settings.   
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CHAPTER 1 

1. INTRODUCTION 

There are few things as necessary for life as the human brain. Unfortunately, our ability to monitor the 

brain continuously and at the bedside is limited. This limitation is especially crucial for infants who are 

starting life with the vulnerabilities associated with congenital heart defects. Congenital heart defects 

(CHD), abnormalities in the structure of the heart, arise in approximately 13 per 1,000 live births and are 

among the most common types of birth defects [1]. Infants with severe CHD require surgery within the 

first few months of life to repair the defect. Moreover, even when the repair is successful, they are still at 

an increased risk of developmental disorder or developmental delay [2]. These facts highlight the need for 

continuous cerebral monitoring immediately after birth. Especially for the at-risk populations, such tools 

could enable earlier detection of injury and possible interventions that mitigate the risk of further 

neurological injury.  

1.1 Monitoring with Diffuse Optical Spectroscopies  

Diffuse optics, specifically diffuse correlation spectroscopy (DCS) and diffuse optical spectroscopy (DOS), 

have been demonstrated recently as a means to non-invasively monitor cerebral blood flow, oxygen 

saturation, and metabolism in vulnerable populations [3-5]. These optical techniques can fill a gap in the 

current standard of care. They provide capability to continuously, and noninvasively, monitor cerebral 

hemodynamics (without ionizing radiation) at the bedside. The diffuse optics techniques take advantage 

of an observation, made famous by Jöbsis in the 1977, that near-infrared (NIR) light within a large spectral 

window (650-950 nm) can penetrate tissue without significant absorption [6,7]. In the NIR window, the 

light absorption of the two main chromophores (light absorbers) in tissue, water and hemoglobin, is 

relatively low (Figure 1.1). The absorption of tissue is characterized by a wavelength-dependent 

absorption coefficient (𝜇𝑎), which is the rate of photon absorption in the medium per unit length traveled 

by the photon. In tissue, 𝜇𝑎  is on the order of 0.1 cm-1. Its reciprocal is the mean absorption length in 
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tissue: 10 cm; this means that a photon absorption event will be likely to occur within tissue after it has 

traveled about 10 cm. This lack of absorption enables experimenters to use NIR light to investigate tissues 

located several centimeters below the surface. Furthermore, although the overall NIR tissue absorption 

is low, the spectra of the dominant chromophores are distinct. Thus, if one can measure tissue absorption 

spectra, using multiple optical wavelengths, then one can in principle calculate the concentrations of oxy- 

(HbO2) and deoxy-hemoglobin (Hb) in tissue. DOS measures tissue absorption at multiple wavelengths to 

gather this information about tissue chromophores. The details of how this is accomplished with be 

further discussed in Chapter 2, but it is loosely based on Beer’s law (albeit with an effective pathlength 

that depends on tissue scattering).  
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Figure 1.1 Absorption (μa) spectra of water, oxy- and deoxy- hemoglobin. The inset shows the 

“physiological window” in the near-infrared range where absorption of water and hemoglobin is 

relatively low. Since these are the main chromophores in tissue, light can penetrate several 

centimeters into tissue in this wavelength range. The data for this figure is derived from work of 

Scott Prahl assuming the tissue has a 20 μM concentration of Hb and HbO2 and is 75% water 

[8,9].  

While absorption by tissue is relatively low in the NIR region, tissue scattering is high. The 

analogous scattering coefficient (𝜇𝑠) represents a rate of photon scattering in the medium per unit length 

traveled by the photon. In tissue, 𝜇𝑠 is on the order of 100 cm-1, making it about 1000 times more likely 

for a scattering event to occur than an absorption event. The so-called reduced scattering coefficient, 

denoted as 𝜇𝑠
′ , is often used instead of the scattering coefficient given in the photon diffusion regime.  𝜇𝑠

′  

relates more directly than 𝜇𝑠 to the diffusion of photons. The reciprocal of the reduced scattering 

coefficient (1/𝜇𝑠
′ ) is the photon random walk step in the medium; the photon random walk step is the 
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distance a photon travels in the medium (on average) before its direction is randomized. The reduced 

scattering coefficient thus accounts for the fact that typical photon scattering events are biased towards 

the forward direction.  

Photons transport in deep tissues is characterized by many, many scattering events; the photons 

transport is in the high, multiple scattering limit. In this limit, light propagation is well approximated as a 

diffusive process (more on this in Chapter 2) [10]. Figure 1.2 depicts a single source-detector pair for the 

most basic diffuse optical cerebral measurement. The NIR light passes through the scalp and skull, and 

then diffuses through brain tissue; a very small fraction of the input photons will eventually reach the 

detector. Using these detected photons, we probe a “banana shape” region with a depth approximately 

half the source-detector separation on the surface (in this case, ≈1.5cm for a source-detector separation 

of 3cm); the detected photons predominantly “interact” with tissue in the banana-shaped region shown 

in the figure. In this situation, typical photons travel through approximately 90 cm in the tissue before 

emerging in the typical reflectance geometry experiment shown in Figure 1.2 [11]. 
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Figure 1.2 A single source-detector pair in the reflectance geometry used for brain tissue measurements. 

 So far, we have described the DOS technique. The DCS technique has the same light penetration 

issues as DOS, but DCS measures light intensity temporal fluctuations (rather than light absorption 

changes via light transmission) on comparatively short timescales (microseconds). These light fluctuations 

are due to movement of red blood cells in the vasculature. DCS measures a blood flow index (BFI) which 

is obtained from the decay of the temporal intensity autocorrelation function (further discussed in Section 

2.6). Typically, both DOS and DCS measurements employ the same experimental geometry in our brain 

studies. Thus, a single probe-head with multiple optical fibers can be employed to make DOS and DCS 

measurements simultaneously. DOS, the “static” technique, measures variations in 𝜇𝑎 and 𝜇𝑠 to derive 

tissue chromophore concentrations. DCS measures light intensity fluctuations to derive tissue blood flow.   

These diffuse optical techniques have great potential for use in clinical settings. They enable 

measurement of tissue blood oxygenation, blood flow and oxygen metabolism, all noninvasively. 

However, while these techniques have been used in a variety of research settings ranging from breast 

imaging to neuromonitoring, they have not yet been established as a standard of care.  
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1.2 Other Metrics of Metabolism and Neurologic Injury 

Several other techniques are currently used in pre-clinical studies to monitor neurologic injury and 

cerebral metabolism. These techniques, including microdialysis, respirometry, and pathology, will be 

discussed in Chapter 4 (along with a few other physiological metrics). These measurements are typically 

invasive, and in some instances the measurements can only be performed after euthanasia of the subject. 

Of course, this limits their usefulness in the clinical space. However, in the pre-clinical space, they can be 

extremely useful. For example, we can compare results of the diffuse optical measurements to these 

invasive metrics for validation, thereby validating the non-invasive optical metrics for future clinical space 

monitoring.  

A major focus of my research is oxygen metabolism. My optics research entailed concurrent use 

of a clinically accepted metrics of metabolism for comparison to optics. To this end, I employed 

microdiaylsis; microdialysis provides specific and quantitative information about cerebral metabolism but 

is collected at several time points (rather than continuously) throughout the surgical/post-surgery 

procedure. The comparison to microdialysis represents a major improvement for comparison to optics 

metrics; for example, pathology parameters are only obtained at a single timepoint at euthanasia. 

1.3 Contributions to the Field 

1.3.1 Cardiopulmonary Bypass Measurements 

At the beginning of this chapter, I outlined the clinical need for cerebral monitoring in infants with CHD. 

These infants often have corrective heart surgery, requiring the use of cardiopulmonary bypass (CPB). CPB 

is a form of extracorporeal membrane support, meaning that it provides oxygen and blood flow to the 

body while the heart is being operated on. These procedures can be long and are known to result in 

neurological injury. I chose to examine the cerebral hemodynamic time course during these procedures 

to help elucidate when and what could be the cause of neurologic injury.  
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My work centered on two different models of mild-hypothermic cardiopulmonary bypass (MH-

CPB): one examined effects for the duration of MH-CPB, and the other focused on trends during and up 

to 24 hours post MH-CPB. Both of these studies were completed in a neonatal swine model, allowing for 

much more control than in clinical studies. The first study was able to thoroughly examine the impacts of 

one, two, three, or four hours of MH-CPB support; this enabled us to explore how, why, and when injury 

is occurring during CPB [12]. The second study focused on different survival times post-MH-CPB.  

We focused on MH-CPB models in order to examine the efficacy of mild hypothermia (e.g., 

compared to deep hypothermia) per reducing metabolic demand and slowing inflammatory responses; 

many open questions remain regarding optimal temperature management during CPB procedures [13-15]. 

Recently, the clinical use of mild hypothermic CPB (MH-CPB) (34°C), instead of deep hypothermia (18°C), 

has grown because MH-CPB requires less time on CPB, thus potentially reducing risks of injury [16]. Our 

studies were set up to test the impact of the duration of MH-CPB on cerebral health as well as to monitor 

the time course for potential injuries during MH-CPB.  

Per results, even though MH-CPB is thought to reduce metabolic demand, we did not observe a 

significant reduction in metabolism at the start of MH-CPB, signifying that this may not be as protective 

as deep hypothermia. Both blood flow and metabolism decreased with time on MH-CPB, while the 

fraction of oxygen extracted increased. This finding indicates a growing imbalance between oxygen 

delivery and demand with increasing time on CPB, suggesting that prolonged CPB duration is a risk factor 

for neurological injury. 

I also studied the acute survival period after coming off MH-CPB to further characterize the time 

course for potential injury. I carried out a sensitivity analysis (see Section 6.4.2) which found a return to 

baseline around eight hours post decannulation from the CPB circuit. This finding is consistent with a 
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trending peak likelihood of organ dysfunction around 9-12 hours post-CPB and stabilization around 24-

hours post-CPB, which has been observed clinically [17-20].  

1.3.2 Hematocrit Correction 

In the process of analyzing these measurements, I discovered the importance of an effect that often arises 

during CPB. In particular, the hemoglobin concentrations are often increased in the blood during bypass. 

These very large increases in hemoglobin affect both DOS and DCS measurements. Notably, they can have 

a very strong effect that has not been clinically accounted for on the DCS blood flow measurement [21]. 

While the idea that large changes in hemoglobin concentration can impact DCS measurements is known, 

such corrections have not been applied in any in vivo studies [22,23]. Especially, since hemoconcentration 

(hemofiltration to remove excess fluids thus increasing hemoglobin concentration) occurs during CPB 

procedures, the changes in hemoglobin concentrations swing drastically. My work showed that these 

swings are critical to include in the analysis.  My work during CPB is the first application of a hematocrit 

correction in an in vivo study. It showed how (and under what circumstances) future studies must be 

performed to account for this important issue.  

1.3.3 Instrumentation Developments 

My work was primarily focused on the applications of diffuse optics to CPB. However, to keep the 

instrumentation operational and to improve the measurements, I developed calibration technology for 

our diffuse optics instrumentation. I identified an optimal regime for device calibration, and I worked to 

calibrate these instruments “in vitro” at the bench.  

 Additionally, I worked to modify the optical probes so that they work better on the scalp and 

through hair-covered regions of the head. I mentored an undergraduate student in the lab whose primary 

focus was on the creation and validation of a probe that would fit into a chassis that could be securely 

fixed to the scalp. This allowed for easier attachment and detachment of the optical probe. I also worked 
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on re-engineering the optical probe layout, because our current instrumentation now includes an 

additional broadband diffuse optics system that requires more optical fibers in the optical probe. Finally, 

I worked on creating a DCS-only optical probe that improved our ability to measure tissue blood flow 

through hair covered regions of the head. This required a new style of probe that averts the hair follicle 

regions that attenuate light differently compared to non-hair covered regions (like the forehead).  

 All of these technical contributions advanced our ability to measure the brain in more diverse 

settings and for a broader range of applications.  

1.4 Summary and Thesis Organization 

Neonates with CHD are at an increased risk of developing neurological deficits. As mentioned above, 

diffuse optics provides a novel means to monitor cerebral hemodynamics that potentially enables us to 

elucidate the timing and causes of this injury.  

 Chapter 2 focuses on the diffuse optics theory, and Chapter 3 describes the instrumentation for 

FD-DOS (frequency-domain DOS) and DCS respectively. In Chapter 4, I discuss other metrics that I used to 

examine effects of CPB, focusing on the biology and physiology of these techniques and how they relate 

to our optical measurements. Chapter 5 describes the statistical analyses needed to examine changes at 

the onset of MH-CPB, trends over time during these procedures, as well as comparison of the optical data 

to other clinical standards. Chapter 6 is the heart of the thesis; it provides the details for several 

experiments conducted on swine models for CPB. This chapter digs deeply into the protocols used and 

discusses the publications will result from the primary study. Finally, Chapter 7 provides an overview of 

the optical probes that I developed to improve diffuse optical measurements, and Chapter 8 summarizes 

the work and briefly discusses the future.   
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CHAPTER 2  

2. THEORIES UNDERLYING DIFFUSE OPTICAL TECHNIQUES 

Diffuse optical techniques monitor tissue in the near-infrared (NIR) range due to the fact that tissue 

absorption in this spectral region is low. Many different diffuse optical methods are used, including: 

diffuse optical spectroscopy (DOS), broadband diffuse optical spectroscopy (bDOS), diffuse optical 

tomography (DOT), and diffuse correlation spectroscopy (DCS). My measurements employ DOS and DCS. 

I will therefore only discuss these two techniques at length. I will focus on DOS first, since DCS is more 

subtle, and since DCS also relies on the scattering and absorption coefficients obtained from DOS for the 

most accurate measurements. 

 The intent of this chapter is to introduce the basic theory needed to understand my 

measurements. Note, the chapter liberally uses the theory developed in subsections of Biomedical Optics: 

Principles and Imaging by Wang and Wu [24], in previous theses from my lab [25-29], and in review papers 

[30]. None of my work would have been possible without work previously completed by others (“if I have 

seen further than others, it is by standing on the shoulders of giants.” -Isaac Newton).  

2.1 Diffuse Optical Spectroscopy  

Diffuse optical spectroscopy (DOS), which is also called Near-Infrared Spectroscopy (NIRS), relies on near-

infrared light to noninvasively probe the optical properties of the tissue. When NIR light propagates 

through the tissue, it interacts with the tissue through two fundamental processes: absorption and 

scattering. An absorption event happens when light interacts with matter (atoms/molecules); the 

interaction excites an electron of the atom/molecule from the ground state into an excited state. When 

these electrons relax back to the ground state, the atom/molecule typically gives off a photon (e.g., a 

photon with energy less than the excitation photon in a random direction) or the atom/molecule relaxes 
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non-radiatively (e.g., it gives off “heat”). The absorption process thus serves to irretrievably remove input 

light from tissue, decreasing the amount of light that makes it to the detector.  

 Photon scattering happens in one of two forms: elastic or inelastic scattering. As in classical 

mechanics, elastic scattering involves no energy transfer, while inelastic scattering requires exchange of 

energy between the photon and the atom/molecule. In elastic (Raleigh or Mie) scattering, photon energy 

in conserved, but the momentum (which is directional) is not necessarily conserved. In tissue, elastic 

scattering is a dominant interaction effect in the near-infrared region.  

 DOS utilizes near-infrared light to measure absorption and scattering properties of tissue.  An 

optical probe containing optical fibers is used to couple source NIR light to a point (or point-like region) 

on the scalp surface; another optical fiber, embedded in the same optical probe, is employed to collect a 

component (part of) the light “reflectance” emerging from the tissue surface some distance away from 

the source fiber, and this collected light is then coupled to a photon detector. The photon path distribution 

in the tissue has the typical “banana shape” the gives an approximate volume of tissue that is probed by 

the source-detector configuration (Figure 1.2) [30]. Depending on source-detector separation, the mean 

tissue depth that is probed by the “banana” can range from a few millimeters to several centimeters 

below the scalp surface [31].  The precise depth and attenuation of light through the tissue is dependent 

on the optical setup as well as both the absorption and scattering properties of the tissue, but it is 

approximately 1/3 to 1/2 of the source-detector separation for typical tissues; note, the width of the 

depth distribution is roughly equal to the penetration depth. In order to separate the effects of scattering 

from those of absorption using this diffusing light, a quantitative model of light transport is required.  

 The diffusion model provides a way to separate the scattering and absorption events by 

approximating that light travels over long distances in tissue as a diffusive process. Below, I provide some 
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details about how the diffusive light transport model is obtained from the more general radiative 

transport theory.  

2.2 Radiative Transport Theory 

Radiative transport theory is the starting point for most diffuse optics derivations. In tissue, radiative 

transport theory is a good approximation for approaches based fully on Maxwell’s equations. It is roughly 

equivalent to using a numerical Monte Carlo method to calculate photon trajectories, which can be 

computationally inefficient. The radiative transport equation (RTE) is derived using the principles of 

conservation of energy, but neglecting the influence of coherence, polarization (or averaging over all 

possible light polarizations), and optical nonlinearities. 

 Several assumptions are made to arrive at the radiative transfer equation (RTE). First, as noted 

above, it is assumed that interference of electric fields of different multiple scattering paths is negligible 

(on average). Secondly, the source is assumed monochromatic. Third, the scattering particles are 

independent and non-interacting. Fourth, the far-field approximation is used, which essentially assumes 

that the distance between scattering events is much larger than the wavelength of incident light.  

 Transport theory is based on the behavior of light radiance (𝐿(𝑟, Ω̂, 𝑡), [Wcm-2sr-1]). The radiance 

is defined as the light power per unit area per solid angle traveling in the Ω̂ direction at position 𝑟 and 

time 𝑡; it is given for a specific wavelength of light, 𝜆, and thus specific tissue index of refraction (n). The 

amount of radiant power, 𝑊(Ω̂) [W], which is transported through an element of area 𝑑𝐴 (at position 𝑟 

and time 𝑡) in the direction Ω̂ with angular “width” 𝑑Ω (Figure 2.1) is given by, 

 𝑊(�̂�) = 𝐿𝑐𝑜𝑠𝜃𝑑𝐴𝑑𝛺 . (2.1) 

Here 𝜃 is the angle between Ω̂ and the area element normal vector, n̂. The fluence rate (or intensity) Φ 

(Wm-2) represents the energy flow per unit area per unit time flowing radially outward from the volume 

element; it is defined in terms of the radiance integrated over the entire 4π solid angle as: 
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 Φ(𝑟, 𝑡) = ∫ 𝐿(𝑟,  Ω̂,  𝑡)𝑑Ω
4𝜋

 . (2.2) 

 

 

Figure 2.1 Schematic of energy flow within a differential solid angle element 𝑑Ω. 

  We define 𝑁𝑠 as the number density of the scatterers which can in principle depend on position 

and time; 𝑁𝑠𝑑𝑉 denotes the number of scatters in the volume element. We also define 𝜎𝑠 as the total 

elastic scattering cross section of a scatterer. Thus, we can now introduce the scattering coefficient:  

𝜇𝑠 = 𝑁𝑠𝜎𝑠. Note that 1/𝜇𝑠 is the mean distance a photon travels between scattering events. Similarly, 

tissue absorption is characterized by an absorption coefficient, 𝜇𝑎, whose inverse, 1/𝜇𝑎, is the mean 

distance photons travel before they are absorbed (𝜇𝑎 depends on the concentrations of absorbing 

chromophores in tissue, as described below). The total transport coefficient, 𝜇𝑡 = 𝜇𝑎 + 𝜇𝑠, is the rate of 

radiance (photon) “extinction” due to both absorption and scattering in the volume element. 

 The radiative transport equation (RTE; sometimes also called the Boltzmann equation) is a 

conservation equation for radiance in the volume element: 
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 𝜕𝐿(𝑟, Ω̂, 𝑡)/𝑣

𝜕𝑡
= −Ω̂ ∙ 𝛻𝐿(𝑟,  Ω̂,  𝑡) −  𝜇𝑡𝐿(𝑟,  Ω̂,  𝑡) +  𝜇𝑠 [∫ 𝐿(𝑟,  Ω̂,  𝑡)𝑃(Ω̂′, Ω̂)𝑑Ω̂′ 

4𝜋
] + 𝑄(𝑟,  Ω̂,  𝑡) . (2.3) 

𝑄(𝑟,  Ω̂,  𝑡) is the contribution from sources in the volume element that has units of [Wm-3sr-1]; and 

𝑃(Ω̂′, Ω̂) is the phase function representing the probability that light with propagation direction Ω̂′ is 

scattered into Ω̂𝑑𝛺. 

Before proceeding, an additional variable of importance for describing light transport through 

tissue is the scattering anisotropy term, which is defined as 𝑔 ≡ 〈𝑐𝑜𝑠𝜃〉. A value of zero for the scattering 

anisotropy indicates that a typical elastic scattering event scatters light isotropically; a value close to unity 

indicates that a typical elastic scattering event scatters light dominantly in the forward direction. The 

scattering is defined by the following integral:   

 𝑔 = ∫ (Ω̂′ ∙ Ω̂)𝑃(Ω̂′ ∙ Ω̂)𝑑𝛺
4𝜋

 . (2.4) 

Note that 𝑃(Ω̂′, Ω̂) satisfies ∫ 𝑃(Ω̂′, Ω̂)𝑑𝛺 
4𝜋

= 1.  In typical tissue samples, 𝑔 ranges from 0.8-0.98 [32].   

2.3 Diffusion Theory 

The RTE is difficult to solve analytically except for very simple, highly symmetric geometries, in part 

because there are six independent variables to account for. For highly scattering tissues (high albedo, 

𝜇𝑎 ≪ 𝜇𝑠) the RTE can be greatly simplified using what is commonly known as the diffusion approximation. 

This means that the scattering medium is nearly isotropic after sufficient scattering. To make this 

approximation, we expand 𝐿(𝑟, Ω̂, 𝑡) in terms of the spherical harmonics 𝑌ℓ
𝑚 (with coefficients  𝜙ℓ,𝑚) up 

to terms with ℓ = 1 (known as the P1 approximation). The radiance can then be written as [24,30]: 

 
𝐿(𝑟, �̂�, 𝑡) =

1

4𝜋
𝛷(𝑟, 𝑡) +

3

4𝜋
𝐽(𝑟, 𝑡) ∙ �̂� (2.5) 

with the photon fluence, Φ(𝑟, 𝑡), is defined by Equation (2.2), and the photon flux, 𝐽(𝑟, 𝑡) (W/cm2), is 

defined as 
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𝐽(𝑟, 𝑡) ≡ ∫ 𝐿(𝑟,  Ω̂,  𝑡) Ω̂𝑑Ω 

4𝜋

=
1

√2
(𝜙1,−1 − 𝜙1,1)𝑥 −

𝑖

√2
(𝜙1,−1 + 𝜙1,1)�̂� + 𝜙1,0�̂� (2.6) 

We can then relate 𝐽(𝑟, 𝑡)  to Φ(𝑟, 𝑡) through integrating Eq. (2.3) over all solid angles to get:  

 1

𝑣

∂Φ(𝑟,𝑡)

𝜕𝑡
+ ∇ ∙ 𝐽(𝑟, 𝑡) + 𝜇𝑎Φ(𝑟, 𝑡) = 𝑆(𝑟, 𝑡) . (2.7) 

 𝑆(𝑟, 𝑡) (W/cm3) is the total power per volume emitted outward from 𝑟 at time t (𝑆(𝑟, 𝑡) ≡

∫ 𝑄(𝑟, Ω̂, 𝑡)𝑑Ω
4𝜋

). Another relationship between 𝐽(𝑟, 𝑡)  and Φ(𝑟, 𝑡) can be obtained by substituting (2.5) 

into Eq (2.4). We then multiply by Ω̂ and integrate over all solid angles, producing 

 
∇Φ(𝑟, 𝑡) = −

3

𝑣

𝜕𝐽(𝑟, 𝑡)

𝜕𝑡
− 3𝜇𝑡𝐽(𝑟, 𝑡) + 3 ∫ 𝑄(𝑟, Ω̂, 𝑡)Ω̂𝑑Ω + 3𝜇𝑠𝑔𝐽(𝑟, 𝑡) (2.8) 

If the source is isotropic, i.e., 𝑄(𝑟, Ω̂, 𝑡) = 𝑄(𝑟, 𝑡), then the integral over 𝑄 in Eq. (2.8) is zero. If 

we also assume slow temporal variations in 𝐽(𝑟, 𝑡), then the 𝜕𝐽(𝑟, 𝑡) 𝜕𝑡⁄  term in Eq (2.8) can be neglected. 

These assumptions simplify Eq. (2.8) to Fick’s law of diffusion for photons: 

 ∇Φ(𝑟, 𝑡) = −3(𝜇𝑠
′ + 𝜇𝑎) 𝐽(𝑟, 𝑡) (2.9) 

where 𝜇𝑠
′ ≡ (1 − 𝑔)𝜇𝑠 and is called the reduced scattering coefficient.  

 We can now get the photon diffusion equation for the photon fluence rate by substituting 

(2.9)(2.18) into (2.7) yielding:  

 ∇ ∙ (𝐷(𝑟)∇Φ(𝑟, 𝑡) − 𝑣𝜇𝑎(𝑟)Φ(𝑟, 𝑡) −
𝜕Φ(𝑟,𝑡)

𝜕𝑡
= −𝑣𝑆(𝑟, 𝑡) . (2.10) 

𝐷(𝑟) ≡ 𝑣/3(𝜇𝑠
′ (𝑟) + 𝜇𝑎(𝑟)) is called the photon diffusion coefficient.  

 Qualitatively, the photon diffusion equation describes a distribution of photons (proportional to 

the photon concentration in space-time). Each photon moves along a random walk trajectory. In the 

random walk trajectory, photons move in a straight line until the direction is randomly changed by a 

scattering event (or the photon is absorbed). The average length that the photon travels before 
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encountering such a direction-randomizing scattering event is called the transport mean free path length, 

ℓ𝑡𝑟, which is approximately equal to 1/𝜇𝑠
′ .  

 To summarize the approximations, the photon diffusion is valid when the following assumptions 

hold: 

1. RTE is valid.  

2. The P1 approximation is valid. This requires that the light radiance is nearly isotropic (Φ ≫ |𝐽|), 

which is typically true when 𝜇𝑠
′ ≫ 𝜇𝑎 and when propagation distances for “measurements” are 

large compared to ℓ𝑡𝑟. Otherwise, approximations beyond the P1 are needed. 

3. The source is isotropic. 

4. The temporal photon flux variations are comparatively slow, i.e., 
𝑣𝜇𝑠

′

𝜔
≫  1. Where 𝜔 is the 

sinusoidally modulated source frequency. 

5. 𝜇𝑎, 𝜇𝑠 and 𝑃 are all independent of propagation direction (rotational symmetry).  

For biological tissues, all of these assumptions are generally valid in the near-infrared region [30].  

2.3.1 Diffuse Photon Density Waves 

The work that I present here uses Frequency Domain DOS (FD-DOS). In FD-DOS the source light is intensity 

modulated, i.e., sinusoidally modulated at frequency 𝜔. This type of source produces a diffusive wave 

(diffuse photon density wave) in the medium that oscillates in time at the same frequency as the source. 

The intensity amplitude and phase information are measured by detectors and are used to calculate 𝜇𝑎 

and 𝐷. The basic principle of this method can be seen in Figure 2.2. In this method, a point source is 

located at 𝑟𝑠, the source term can be represented by 

 𝑆(𝑟, 𝑡) = 𝑆𝐷𝐶(𝑟) 𝛿(𝑟 − 𝑟𝑠) + 𝑆𝐴𝐶(𝑟)𝑒𝑖𝜔𝑡  𝛿(𝑟 − 𝑟𝑠) (2.11) 

with 𝑆𝐷𝐶 as the DC and 𝑆𝐴𝐶  as the AC components of the source and 𝛿(𝑟 − 𝑟𝑠) as the three-dimensional 

Dirac delta function. The fluence rate (due to this source) in the medium is correspondingly expressed as: 
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 Φ(𝑟, 𝑡) ≡ Φ𝐷𝐶(𝑟) + ΦAC(𝑟) = Φ𝐷𝐶(𝑟) + U(𝑟)eiωt (2.12) 

 

Figure 2.2 Schematic of FD-DOS in reflectance geometry. Light from a source passes through tissue and 

is attenuated. The measured light thus has a decrease in intensity and a phase shift due to 

particle interactions within the tissue.  

Substituting the AC component (Φ𝐴𝐶) into the photon diffusion equation yields: 

 ∇ ∙ (𝐷(𝑟)∇U(𝑟)) − (𝑣𝜇𝑎(𝑟) − 𝑖𝜔)U(𝑟) = −𝑣𝑆𝐴𝐶  
(2.13) 

For homogenous media, this can be rewritten in Helmholtz equation form to obtain: 

 (∇2 + 𝑘2)U(𝑟) = −
𝑣

𝐷
𝑆𝐴𝐶(𝑟) (2.14) 

with 𝑘2 = (𝑖𝜔 − 𝑣𝜇𝑎)/𝐷. 

 For an infinite, homogenous medium with a single point source at the origin which is intensity 

modulated (𝑆𝐴𝐶(𝑟 = 𝑆𝐴𝐶𝛿(𝑟)), the solution is well known. The main boundary condition is that the 

fluence rate falls to zero at infinity and Eq. (2.14) is solved to give: 



18 

 

 
U(𝑟) =

𝑣𝑆𝐴𝐶

4𝜋𝐷

𝑒𝑖𝑘𝑟

𝑟
 (2.15) 

where 𝑘 = 𝑘𝑟 + 𝑖𝑘𝑖 = √(𝑖𝜔 − 𝑣𝜇𝑎)/𝐷 is the complex (scalar) wave vector and 𝑟 = |𝑟| is the distance 

between the light source and detector [33]. This solution describes an overdamped spherical wave 

radiating outward from the point source. The real and imaginary components of the wavevector can be 

expressed as: 

 

𝑘𝑟 = √
𝑣𝜇𝑎

2𝐷
[√1 + (

𝜔

𝑣𝜇𝑎
)

2

− 1]

1/2 

 
(2.16) 

 

𝑘𝑖 = √
𝑣𝜇𝑎

2𝐷
[√1 + (

𝜔

𝑣𝜇𝑎
)

2

+ 1]

1/2 

 
(2.17) 

From writing the fluence rate in the form of 𝑈(𝑟) = 𝐴𝑒𝑖𝜃 we can use these equations to calculate 𝜇𝑎 and 

𝜇𝑠 from measurements of 𝐴 and 𝜃 at known source-detector separations.  

2.4 Semi-Infinite Geometry 

Tissue is commonly approximated by a semi-infinite medium (Figure 2.3) for most real-world biomedical 

applications. In this model, the source and detector fibers are placed on the surface of tissue at the 

boundary of a non-scattering medium (e.g., air) and a diffusive medium (e.g., tissue), imposing boundary 

conditions on the photon propagation at the interface of the two media.  
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Figure 2.3 Semi-infinite geometry of a homogenous medium.  

 Since the tissue is highly scattering and the air is non-scattering, once the light exits the tissue into 

the non-scattering medium, it can be well approximated that the light will never return to the tissue. This 

total inward radiance at the boundary can be expressed as the integral of the reflected radiance and is 

due to Fresnel reflections of the radiance in the diffuse medium [34]: 

 
𝐸𝑖𝑛 = ∫ ∫ 𝑅𝐹𝑟𝑒𝑠𝑛𝑒𝑙(�̂�)𝐿(�̂�) ∙ �̂�𝑠𝑖𝑛𝜃𝑑𝜃𝑑𝜙

𝜋

𝜋/2

2𝜋

0

 (2.18) 

𝐸𝑖𝑛 is the total incoming diffuse radiance (total light power per area traveling into the diffusive medium 

at the interface) and 𝑅𝐹𝑟𝑒𝑠𝑛𝑒𝑙 is the Fresnel reflection coefficient and defined as 

 

 

(2.19) 

where 𝜃′ is the refracted angle; 𝜃 is the angle of incidence; and 𝜃𝑐  is the critical angle. When this equation 

is evaluated using the nearly isotropic radiance for the inward radiance we get the partial-flux boundary 

condition of [34]: 

 
𝜙 =

1 + 𝑅𝑗

1 − 𝑅𝜙
(−2𝑗𝑧) (2.20) 
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where 𝑗𝑧 is the magnitude of the photon flux in the �̂� direction and  

 
𝑅Φ ≡ ∫ 2𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜃𝑅𝐹𝑟𝑒𝑠𝑛𝑒𝑙(𝜃)𝑑𝜃

𝜋/2

0

; (2.21) 

 
𝑅j ≡ ∫ 3𝑠𝑖𝑛𝜃 𝑐𝑜𝑠2 𝜃 𝑅𝐹𝑟𝑒𝑠𝑛𝑒𝑙(𝜃)𝑑𝜃.

𝜋/2

0

 (2.22) 

At the tissue surface, where 𝑧 = 0, the partial-flux boundary condition becomes: 

 
𝜙 = 2𝐷

1 + 𝑅𝑒𝑓𝑓

1 − 𝑅𝑒𝑓𝑓

𝑑𝜙

𝑑𝑧
 (2.23) 

where 𝑅𝑒𝑓𝑓 = (𝑅𝜙 + 𝑅𝑗)/(2 − 𝑅𝜙 + 𝑅𝑗) and is the effective reflection coefficient to account for the 

mismatch in index of refraction between tissue and air.  

 The partial-flux boundary condition is an exact solution; however, it is difficult to use in practice. 

Instead, we can use a simpler boundary condition where we approximate with the extrapolated-zero 

boundary condition. Here the fluence rate falls to zero at a point 𝑧𝑏 outside of the tissue (on the air side 

of the boundary) as seen in Figure 2.4, written as 

 Φ(𝑧 = −𝑧𝑏) = 0 
(2.24) 

with 𝑧𝑏 = −
2

3𝜇𝑠
′ [34]. This approximates the exact partial=flux boundary condition well [34,35]. 



21 

 

 

Figure 2.4. A diagram for the extrapolated boundary condition in the semi-infinite geometry.  

 The method of images can be employed to solve the diffusion equation with the extrapolated-

zero boundary condition [30,36]. As shown in Figure 2.4, the extrapolated-zero boundary condition can be 

met with a negative image point source at 𝑧𝑠 = −2𝑧𝑏 + ℓ𝑡𝑟 for a source at 𝑧𝑏 = ℓ𝑡𝑟. Thus, the diffusion 

equation solution is  

 
Φ(𝑟) =

𝑣𝑆𝐴𝐶

4𝜋𝐷
[
𝑒𝑖𝑘𝑟1

𝑟1
−

𝑒𝑖𝑘𝑟2

𝑟2
 ] (2.25) 

where 𝑟1 = √𝑟2 + (𝑧 − ℓ𝑡𝑟)2 and √𝑟2 + (𝑧 − ℓ𝑡𝑟)2. For a large enough source detector separation (𝑟 =

|𝑟| ≫ ℓ𝑡𝑟), this can be simplified to: 

 
Φ(𝑟) =

𝑣𝑆𝐴𝐶

4𝜋𝐷

𝑒−𝑘𝑟

𝑟2
 [2𝑘(ℓ𝑡𝑟𝑧𝑏 + 𝑧𝑏

2)] = 𝐴(𝑟)𝑒𝑖𝜃(𝑟) (2.26) 

with 𝐴(𝑟) as the amplitude and 𝜃(𝑟) as the phase of the detected light [37,38]. From this equation, we 

can get two linear relationships: 
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 ln(𝐴(𝑟)𝑟2) = −𝑘𝑖𝑟 + 𝐴0 
(2.27) 

 𝜃(𝑟) = 𝑘𝑟𝑟 + 𝜃0 
(2.28) 

with 𝑘𝑖 and 𝑘𝑟 properties of the medium defined in Eqs. (2.16) and (2.17).  The slope from Eq. (2.27) gives 

−𝑘𝑖 and the slope from Eq. (2.28) gives 𝑘𝑟. Thus, 𝑘𝑖 and 𝑘𝑟 can be extracted from measurements of 

amplitude and phase at multiple source detector separations (e.g., Figure 2.5), from which the tissue 

optical properties can be derived: 

 
𝜇𝑎 =

𝜋𝑓

𝑣
(

𝑘𝑖

𝑘𝑟
−

𝑘𝑟

𝑘𝑖
) (2.29) 

 𝜇𝑠
′ = (

𝑣

3𝜋𝑓
) 𝑘𝑟𝑘𝑖 (2.30) 

with 𝑓 as the modulation frequency of the source and v as the speed of light in tissue.   
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Figure 2.5 Linear relationships to calculate 𝑘𝑖 and 𝑘𝑟. This data was collected and discussed in Section 

3.3.2.  

2.5 Calculation of Physiological Parameters 

The absorption in tissue is linearly dependent on the concentrations of each chromophore present, i.e.,  

 𝜇𝑎(𝜆) = ∑ 휀𝑖(𝜆)𝑐𝑖

𝑖

 (2.31) 

where 휀𝑖  is the wavelength-dependent extinction coefficient for the 𝑖𝑡ℎ chromophore and 𝑐𝑖 is the 

concentration. Using the equations developed in the previous section, I calculated the scattering and 

absorption properties of the tissue for each wavelength separately. I then generated a system of 

equations that relates the multispectral measurements of tissue absorption to the chromophore 

concentrations (i.e., Equation 2.31; one equation for each wavelength).  
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 I will be employing FD-DOS to measure oxygenated and deoxygenated hemoglobin; thus, I need 

at least two wavelengths, although in practice I use three to four wavelengths (690, 725, 785, and 830 

nm; 785 was often filtered out due to cross contamination with another optical technique) to improve 

accuracy. Water is also a chromophore in the brain, and while I do not measure water, I assume the brain 

is 75% water [39]. Note, water has relatively low absorption in the NIR range compared to oxy- and 

deoxyhemoglobin. The extinction coefficients for water, oxy- and deoxyhemoglobin have all been 

previously reported [8,39]. Once the concentration of oxy- and deoxyhemoglobin ([HbO2] and [Hb] 

respectfully) have been calculated, the total hemoglobin concentration (THC) and tissue oxygen 

saturation (StO2) can be determined: 

 𝑇𝐻𝐶 = [𝐻𝑏] + [𝐻𝑏𝑂2] 
(2.32) 

 
StO2(%) =  

[𝐻𝑏𝑂2]

[𝐻𝑏] + [𝐻𝑏𝑂2]
 (2.33) 

2.5.1 Oxygen Extraction Fraction (OEF) 

We can also get an optical measurement of metabolism by looking at the oxygen extraction fraction (OEF). 

This is the fraction of oxygen that is being extracted by the tissue for metabolism; it is represented as: 

 
𝑂𝐸𝐹 =  

𝐶𝑎𝑂2 − 𝐶𝑣𝑂2

𝐶𝑎𝑂2
≈

𝑆𝑎𝑂2 − 𝑆𝑣𝑂2

𝑆𝑎𝑂2
 (2.34) 

where 𝐶𝑎𝑂2 is the “input” arterial oxygen concentration (units of: mLO2/dL), 𝐶𝑣𝑂2 is the “output” venous 

oxygen concentration, 𝑆𝑎𝑂2 is the arterial oxygen saturation (% hemoglobin carrying oxygen), and 𝑆𝑣𝑂2 

is the venous oxygen saturation. The approximation using oxygen saturation instead of oxygen 

concentration is a good when hemoglobin concentration and dissolved oxygen in the blood remain fairly 

constant. This assumption can break down during the cardiopulmonary bypass studies because the 

amount of hemoglobin and dissolved oxygen are both significant (this will be further discussed in Section 

4.3). 
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If we assume the fraction of cerebral blood volume contained in the venous compartment of the 

tissue being measured is 𝛾 (typically  𝛾 is approximately 0.75), then we can then write the tissue oxygen 

saturation as: 

 𝑆𝑡𝑂2 = 𝑆𝑎𝑂2(1 − 𝛾) + 𝛾𝑆𝑣𝑂2 . 
(2.35) 

We can then rearrange to get 𝑆𝑣𝑂2 = 𝑆𝑎𝑂2(1 − 1 𝛾⁄ ) + 𝑆𝑡𝑂2 𝛾⁄ . Plugging this into Eq. (2.34) yields: 

 𝑂𝐸𝐹 =
𝑆𝑎𝑂2−𝑆𝑡𝑂2

𝛾 × 𝑆𝑎𝑂2
 . (2.36) 

2.5.2 Cerebral Blood Volume (CBV)  

Cerebral blood volume (CBV), the total volume of blood that is contained within the cerebral vasculature 

of the brain, can be calculated as: 

 
𝐶𝐵𝑉 =

𝑀𝑊𝐻𝑏 × 𝑇𝐻𝐶

𝜌𝑏𝑡 × [𝐻𝑔𝑏𝑏𝑙𝑜𝑜𝑑]
=

𝑀𝑊𝐻𝑏 × 𝑇𝐻𝐶 × 32 𝑔/𝑑𝐿

𝜌𝑏𝑡 × 𝐻𝑐𝑡
 (2.37) 

where 𝑀𝑊𝐻𝑏is the molecular weight of hemoglobin (6.45x104 g/moles); 𝜌𝑏𝑡 is the density of brain tissue 

(1.05 g/mL) [40]; [𝐻𝑔𝑏𝑏𝑙𝑜𝑜𝑑] is the concentration of hemoglobin in blood and is equivalent to 

𝐻𝑐𝑡/(32 𝑔𝑑𝐿−1).  

2.6 Diffuse Correlation Spectroscopy 

Diffuse correlation spectroscopy (DCS) is a diffuse optical technique that uses temporal fluctuations (or 

spatial fluctuations) of light intensity to calculate a blood flow index (BFI, cm2/s). Typically, DCS uses the 

same measurement geometry as DOS; near infrared light is launched into tissue at a source position, then 

travels diffusively through tissue to a detector fiber located at position different from the source on the 

tissue surface. The detected light field is built from a sum of many light pathlengths through the tissue 

(which can constructively or destructively interfere with one another at the detector). When there is 

motion within the tissue, then each photon pathlength is slightly changed, and the phases of the light 

fields associated with different paths change. This effect due to scatterer motion causes the light field and 



26 

 

light intensity to vary. Since red blood cells account for the major motions of scatterers in tissue, the 

intensity fluctuations are readily attributed to blood flow, with higher blood flow corresponding to faster 

(more rapid) intensity fluctuations. There has been a great deal of research validating DCS blood flow 

metrics (BFI) against other technologies and across a wide range of tissues [30,41-43]. 

2.6.1 Dynamic Light Scattering 

As a background, we first discuss the traditional Dynamic Light Scattering (DLS) technique which works in 

the single-scattering regime. DLS is an optical technique commonly used for measuring motion of particles 

in a suspension using scattered light [30]. In the single-scattering limit, the sample is assumed to be dilute 

enough that light is scattered once or not at all as it traverses the sample (Figure 2.6). As seen in Figure 

2.6, the incident electric field (�⃑⃑�𝑖𝑛) is scattered by an angle, resulting in a momentum transfer of: 𝒒 =

�⃑⃑�𝑜𝑢𝑡 − �⃑⃑�𝑖𝑛. As the particles move, the scattering of light from different particles creates destructive and 

constructive interference patterns in the electric field at the detector (𝑬(𝑡)); it changes over time because 

the particles move and their scattered fields acquire different phase-shifts. For independent particles with 

isotropic dynamics, the detected fluctuations are described by the normalized electric field temporal auto-

correlation function (𝑔1) at the detector as [30,44-46]: 

 
𝑔1(𝜏) =

〈𝑬∗(𝑡) ∙ 𝑬(𝑡 + 𝜏)〉

〈𝑬(𝑡)〉2
= 𝑒𝑖2𝜋𝑓𝜏𝑒−𝒒2〈Δ𝑟2(𝜏)〉/6 (2.38) 

Here, 𝑓 is the frequency of the incident light, 𝒒 is the scattered wave-vector (the difference between the 

output and input beam wave-vectors), 〈Δ𝑟2(𝜏)〉 is the mean-square particle displacement in time 𝜏, and 

the brackets ⟨⟩ represent time-averages or ensemble averages. Through this relationship, it can be seen 

that the decay of the correlation function of the temporal fluctuations of the scattered light gives 

quantitative information about the particle motions. For diffusion (e.g., Brownian motion), 〈Δ𝑟2(𝜏)〉 =

6𝐷𝑏𝜏 (𝐷𝑏 as the particle diffusion coefficient); for convection (random but ballistic motion), 〈Δ𝑟2(𝜏)〉 =

〈𝑉2〉𝜏2 with 〈𝑉2〉 as the second moment of the particle speed distribution [30,47].  
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Figure 2.6 Illustration of a single scattering dynamic light scattering experiment.  

Experimentally, the light-intensity is more easily measured. Thus, the light intensity auto-

correlation function, 𝑔2(𝜏), is typically used. The normalized intensity autocorrelation function is defined 

as: 

 𝑔2(𝜏) ≡  
〈𝐼(𝑡)𝐼(𝑡+𝜏)〉

〈𝐼(𝑡)〉2  , (2.39) 

with detected light intensity 𝐼(𝑡) = |𝑬(𝑡)|2 at time t; the brackets ⟨⟩ represent time-averages or ensemble 

averages [30,47-49]. For Gaussian light sources, such as arise when laser light is scattered by a sample of 

random moving scatterers, 𝑔2(𝜏) is related to 𝑔1(𝜏) by the Siegert relation [49,50]: 

 𝑔2(𝜏) = 1 + 𝛽|𝑔1(𝜏) |2 , 
(2.40) 

with 𝛽 inversely proportional to the number of independent speckle intensities detected.  𝛽 is a constant 

set by the collection optics of the experiment (e.g., by the laser coherence length, stability of the laser, 

measurement geometry, etc.).  

2.6.2 Correlation Diffusion Equation 

In the previous section, I focused solely on the single-scattering limit of DLS. However, in samples such as 

tissue, the incident light is multiple scattered. In the case of a highly scattering medium, the temporal 
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fluctuations in the sample are impressed upon the (unnormalized) electric field auto-correlation function 

as it traverses the sample: 

 𝐺1(𝑟, �̂�, 𝑡, 𝜏) = 〈𝐄(𝑟, �̂�, 𝑡) ∙ 𝐄∗(𝑟, �̂�, 𝑡 + 𝜏)〉 (2.41) 

Here the brackets ⟨⟩ represent time-averages or ensemble averages similar to above, and 𝐄(𝑟, �̂�, 𝑡) is the 

electric field at position 𝑟 and time 𝑡 propagating in the �̂� direction. Ackerson et al first suggested that 𝐺1
𝑇 

is analogous to the radiance, 𝐿, defined in Eq. (2.5), and should follow a similar “correlation” transport 

equation [51,52]: 

 
∇ ∙ 𝐺1

𝑇(𝑟, Ω̂, 𝜏) + 𝜇𝑡𝐺1
𝑇(𝑟, Ω̂, 𝜏) = 𝑄(𝑟, Ω̂) + 𝜇𝑠 ∫ 𝐺1

𝑇(𝑟, Ω′̂, 𝜏) 𝑔1
𝑠(Ω̂, Ω′̂, 𝜏)𝑓(Ω̂, Ω′̂)𝑑Ω′ (2.42) 

with 𝜇𝑡 = 𝜇𝑎 + 𝜇𝑠; 𝑔1
𝑠(Ω̂, Ω′̂, 𝜏) as a normalized temporal field auto-correlation function for a single 

scattering cross section Eq.(2.39); 𝑓(Ω̂, Ω′̂) is the normalized differential single scattering cross-section; 

and 𝑄(𝑟, Ω̂) is the light source distribution. Notice that in the limit that 𝜏 goes to zero, we recover the 

transport equation for radiance. 

 As we did for the photon transport, Equation (2.42) can be reduced to a “correlation” diffusion 

equation as was done by Boas et al. (using the P1 approximation identical to the steps used to derive the 

diffusion equation from the RTE) yielding [48,53]:  

 [∇ ∙ (𝐷(𝑟)∇) − 𝑣𝜇𝑎(𝑟) −
𝛼

3
𝑣𝜇𝑠

′ 𝜅0
2〈𝛥𝑟2(𝜏)〉] 𝐺1(𝑟, 𝜏) = −𝑣𝑆(𝑟) (2.43) 

Here, 𝜇𝑎, 𝜇𝑠
′ , 𝐷 and 𝑣 are the same as from the photon diffusion equation from Section 2.3; 𝛼 is the 

fraction of scattering events that occur from moving particles in the tissue (i.e., 𝛼 = 𝜇𝑠
′ (𝑚𝑜𝑣𝑖𝑛𝑔)/

(𝜇𝑠
′ (𝑚𝑜𝑣𝑖𝑛𝑔) + 𝜇𝑠

′ (𝑠𝑡𝑎𝑡𝑖𝑐))); 𝜅0 = 2𝜋/𝜆 is the wavenumber of light diffusion through the medium; 

〈𝛥𝑟2(𝜏)〉 is the mean square displacement in time 𝜏 of the scattering particles (i.e., the red blood cells in 

tissue). Several assumptions are made in the derivation of Eq. (2.43) and have been outlined in depth 

previously [26,30]. For example, this equation assumes that the medium is highly scattering and isotropic, 
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that the scatters are randomly oriented within the medium and have isotropic dynamics, and that 

𝜅0
2〈𝛥𝑟2(𝜏)〉 ≪ 1.  

 Since the correlation diffusion equation (Eq. (2.43)) has the same form as the photon diffusion 

equation (Eq. (2.10)), the solutions for the correlation diffusion equation are formally the same as for the 

photon diffusion equation. Again, assuming a semi-infinite homogenous medium with a tissue-to-probe 

interface and an extrapolated boundary condition of 𝐺1(𝜌, 𝑧 = −𝑧𝑏 , 𝜏) = 0, the Green’s function solution 

is: 

 
𝐺1(ρ, z, 𝜏) =

𝑣

4𝜋𝐷
[
exp(−𝐾(𝜏)𝑟1)

𝑟1
−

exp(−𝐾(𝜏)𝑟𝑏)

𝑟𝑏
] (2.44) 

where 

 
𝐾(𝜏) = √

𝑣

𝐷
(𝜇𝑎 +

𝛼

3
𝜇𝑠

′ 𝜅0
2〈𝛥𝑟2(𝜏)〉) (2.45) 

and 𝑟1 = √𝑟2 + (𝑧 − ℓ𝑡𝑟)2 , 𝑟𝑏 = √𝑟2 + (𝑧 + ℓ𝑡𝑟 + 2𝑧𝑏)2 and ℓ𝑡𝑟 = 1/𝜇𝑠
′ , as before. The parameters 𝛼 

and 〈𝛥𝑟2(𝜏)〉 are dependent on the scatterer dynamics (i.e., blood flow), and since these reside in the 

decay constant, 𝐾(𝜏), this is where the dynamical information to derive blood flow resides.  

 Like single-scattering DLS, the “multiply” scattered 𝐺2(𝑟, 𝜏) = 〈𝐼(𝑟, 𝑡)𝐼(𝑟, 𝑡 + 𝜏)〉 is typically 

measured from the intensity fluctuations where 𝐼(𝑟, 𝑡) = |�⃑⃑�(𝑟, 𝑡)|
2

, and the Siegert relation (Eq.(2.40)) is 

used to relate the intensity auto-correlation function with the field auto-correlation function.  

2.6.3 Blood Flow and Blood Flow Index 

To understand the decay constant in the equation, we must understand the motion of the red blood cells 

in the tissue more deeply. Since diffusing light is almost completely absorbed when traversing through 

large arteries of veins, DCS is most sensitive to red blood cell motion in the microvasculature, i.e., in the 

arterioles, venules, and capillaries. The microvasculature is highly complex; thus, it should be expected 

that the distributions of velocity directions sampled would be nearly isotropic. Superficially, one might 
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expect the random flow model (i.e., 〈𝛥𝑟2(𝜏)〉 = 〈𝑉2〉𝜏2) to apply [30]. However, many experiments from 

our lab, and from other labs, have found that the observed auto-correlation function has the same form 

as in Brownian motion (i.e., 〈𝛥𝑟2(𝜏)〉 = 6𝐷𝑏𝜏), except that the diffusion coefficient is not the Einstein 

diffusion coefficient [42,54-56]. (The reason for this Brownian form derives from spatially dependent shear 

stresses in the blood vessels (especially the arterioles); this shear causes the red blood cells to diffuse in 

the direction transverse to the flow direction and is discussed in detail below.) Thus, the decay constant 

becomes: 

 
𝐾(𝜏) = √

𝑣

𝐷
(𝜇𝑎 + 2𝛼𝜇𝑠

′ 𝜅0
2𝐷𝑏𝜏) (2.46) 

where 𝛼𝐷𝑏 is dependent on the tissue dynamics where 𝐷𝑏 is an “effective” diffusion coefficient. Both 𝜇𝑎 

and 𝜇𝑠
′  are concurrently measured using the DOS instrumentation. Thus, a blood flow index is defined as: 

 𝐵𝐹𝐼 ≡ 𝛼𝐷𝑏 
(2.47) 

A typical value for BFI in human brain tissue is on the order of 1 × 10−8 cm2/s. 

 An example of how the detected intensity values can be related to a calculated BFI is depicted in 

Figure 2.7. The difference in the decay rates of the 𝑔2 curves, which characterize the changes in intensity, 

are thus shown to measure different BFI, and thus cerebral blood flow. By fitting to the intensity 

autocorrelation functions, BFI is extracted. 
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Figure 2.7 Example of DCS quantification of blood flow index from measurements of light intensity using 

an autocorrelation function.  

2.6.4 Cerebral Blood Flow and Blood Flow Index  

As a note, typical units for blood flow are mL/min/100g while BFI is measured in cm2/s. Thus, although 

there has been some work done to calibrate BFI in absolute units [30,41-43], most of the clinical studies 

have used relative changes of blood flow compared to some baseline condition (or in another comparative 

way). This metric of relative cerebral blood flow (𝑟𝐶𝐵𝐹) is defined as: 

 
𝑟𝐶𝐵𝐹 =

𝐵𝐹𝐼

𝐵𝐹𝐼0
× 100% (2.48) 

with 𝐵𝐹𝐼0 as the 𝐵𝐹𝐼 measured during a baseline period.  

2.6.5 Correction including Hematocrit Factor 

Since red blood cells account for the majority of moving scatters in DCS measurements, one might expect 

that an increase in hematocrit (a measure of volume fraction of red blood cells in the blood) would impact 

DCS measurements [30]. Larger hematocrit implies more moving blood cells and faster autocorrelation 

function decay. This is an important feature of my thesis work, because hematocrit can change during CPB 

as well as in other scenarios (e.g., during blood transfusions, anemia (blood loss), severe dehydration, 

sickle cell disease or extracorporeal membrane oxygenation). I next discuss how to incorporate hematocrit 

variation into the analysis. 
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My derivation showing the dependence of CBF on hematocrit builds on the theoretical work done 

by Boas et. al. They determined a relationship between the signal (BFI) obtained from DCS measurements 

and absolute blood flow; although they didn’t derive it explicitly, the relationship depends on hematocrit. 

It also depends on average vessel diameter in the interrogated volume of tissue [23]. My work, presented 

in Section 6.3, is a novel application of this theory in an in vivo study; previously all other work has been 

done with computational models or in vitro experiments.  

 To understand the model, following Boas et al, we first define a tissue geometry consisting of a 

homogenous tissue with evenly dispersed blood vessel of radius 𝑅 spaced ℎ𝑠𝑝𝑎𝑐𝑒 apart. Clearly this model 

is not perfect, but it roughly captures the main features of the problem. The vessels have different optical 

properties from their surrounding tissue and specified internal flow profiles as shown in Figure 2.8.  
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Figure 2.8 Tissue geometry used in this derivation. This is the (x,z) plane with the y-axis being parallel 

with the vessels. This figure is adapted from Boas et.al. [23].  

Within each vessel, the velocity profile is assumed to be of the form below, in terms of the radial 

variable, 𝑟, which is zero at vessel center (the velocity and shear profile are depicted in Figure 2.9): 

 
𝑣𝑅𝐵𝐶(𝑟) =  𝑣𝑚𝑎𝑥 {1 − [𝑎 (

𝑟

𝑅
)]

𝑘
} . (2.49) 

Here 𝑣𝑚𝑎𝑥 is the maximum speed at the center of vessel; 𝑎 as a scaling factor, allowing for nonzero 

velocity at the vessel wall; and the exponent 𝑘 is a metric of the ‘bluntness’ of the profile. For small 

channels of slowly moving, viscous fluids, laminar flow can be assumed (blood is one of the classic 

examples of laminar flow). Thus, 𝑎 ≈ 1 and 𝑘 ≈ 2, so 𝑣𝑅𝐵𝐶(𝑟) can be written with good approximation 

as: 
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𝑣𝑅𝐵𝐶(𝑟) =  𝑣𝑚𝑎𝑥 {1 − (

𝑟

𝑅
)

2
}. (2.50) 

Since the velocity of the red blood cell will be impacted by the shear flow due to interparticle 

interactions, it is important to consider the shear rate. The shear rate quantifies the velocity gradient 

within the fluid, indicating the change in velocity with respect to distance from the vessel wall (shown in 

Figure 2.9). Previous publications have examined the relationship between the velocity profile of a red 

blood cell and shear, specifically how DCS measurements may also be sensitive to the shear-induced 

diffusion of red blood cells in blood flow [57,58]. These studies noted that the diffusion coefficient its 

proportional to the flow shear rate [23]. The relationship between sheer and red blood cell movement is 

further discussed in Appendix 2.7.  

 

Figure 2.9 Impacts of photon tracking from location of scatterer. Each scattering event within a vessel 

must consider the location as the velocity and shear profile are dependent on the radial 

position. This image shows that the blood flow at the center of the vessel is faster than the flow 

at the vessel walls, where the flow has essentially zero velocity. This figure is adapted from Boas 

et.al. [23]. 
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 Importantly, previous experimental studies have carefully examined the relationship between the 

red blood cell transverse diffusion coefficient, 𝐷(𝑟), and the shear rate, 𝑠(𝑟) [59-61]. Specifically, it was 

found that  

 𝐷(𝑟) =  𝛼𝑠ℎ𝑒𝑒𝑟𝑠(𝑟) = 𝛼𝑠ℎ𝑒𝑒𝑟 |
𝜕𝑣𝑅𝐵𝐶

𝜕𝑟
| = 2 𝛼𝑠ℎ𝑒𝑒𝑟

𝑣𝑚𝑎𝑥 𝑟

𝑅2  . (2.51) 

Here  𝛼𝑠ℎ𝑒𝑒𝑟 is defined by Goldsmith and Marlow and measured to be 𝛼𝑠ℎ𝑒𝑒𝑟 ≈ 10−6mm2 [59]. Given a 

parabolic laminar profile and uniform photon sampling of the blood vessel, the spatially weighted average 

of the red blood cell transverse diffusion coefficient can be written as 

 ⟨𝐷(𝑟)⟩ = 𝛼𝑠ℎ𝑒𝑒𝑟
4 𝑣𝑚𝑎𝑥 

3 𝑅
 . (2.52) 

 To relate all of this to the DCS-measured blood flow index, Boas et. al. defined 𝐵𝐹𝐼 in terms of the 

probability of photon scattering from a red blood cell, 𝑃𝑅𝐵𝐶. For a diffusive model of blood cell motion, 

this can be written as 

 𝐵𝐹𝐼 = 𝑃𝑅𝐵𝐶⟨𝐷(𝑟)⟩ . 
(2.53) 

The 𝑃𝑅𝐵𝐶  is the product of the volume fraction of blood (𝑓𝑏𝑙𝑜𝑜𝑑 = 𝜋𝑅2/ℎ𝑠𝑝𝑎𝑐𝑒
2 ) and ratio of the blood 

reduced scattering coefficient to the average tissue reduced scattering coefficient: 

 
𝑃𝑅𝐵𝐶 =

𝜋𝑅2

ℎ𝑠𝑝𝑎𝑐𝑒
2

𝜇𝑠,𝑏𝑙𝑜𝑜𝑑
′

𝜇𝑠,𝑎𝑣𝑔
′  . (2.54) 

Here  𝜇𝑠, 𝑎𝑣𝑔
′ =  𝑓𝑏𝑙𝑜𝑜𝑑 × 𝜇𝑠, 𝑏𝑙𝑜𝑜𝑑

′ + (1 − 𝑓𝑏𝑙𝑜𝑜𝑑) × 𝜇𝑠, 𝑡𝑖𝑠𝑠𝑢𝑒
′ . Thus,  

 
𝐵𝐹𝐼 =

𝜋 𝑅2

ℎ𝑠𝑝𝑎𝑐𝑒
2

𝜇𝑠, 𝑏𝑙𝑜𝑜𝑑
′

𝜇𝑠, 𝑎𝑣𝑔
′ 𝛼𝑠ℎ𝑒𝑒𝑟

4 𝑣𝑚𝑎𝑥 

3 𝑅
=  

4 𝜋 𝛼𝑠ℎ𝑒𝑒𝑟 𝑣𝑚𝑎𝑥 𝑅

ℎ𝑠𝑝𝑎𝑐𝑒
2

𝜇𝑠, 𝑏𝑙𝑜𝑜𝑑
′

𝜇𝑠, 𝑎𝑣𝑔
′  . (2.55) 

Using this geometry, we define an absolute blood flow: 𝐶𝐵𝐹 =
1

2
𝜋𝑅2𝑣𝑚𝑎𝑥𝑛𝑣𝑒𝑠𝑠𝑒𝑙𝑠 with 𝑛𝑣𝑒𝑠𝑠𝑒𝑙𝑠 =

# 𝑣𝑒𝑠𝑠𝑒𝑙𝑠

𝑢𝑛𝑖𝑡 𝑣𝑜𝑙𝑢𝑚𝑒
=

1𝑣𝑒𝑠𝑠𝑒𝑙

ℎ𝑠𝑝𝑎𝑐𝑒
2  . Plugging this into the equation for 𝐵𝐹𝐼 yields the relationship: 

 
𝐵𝐹𝐼 =

8 𝜋𝛼𝑠ℎ𝑒𝑒𝑟

3 𝑅

𝜇𝑠, 𝑏𝑙𝑜𝑜𝑑
′

𝜇𝑠, 𝑎𝑣𝑔
′ 𝐶𝐵𝐹 , (2.56) 

which can be rewritten as 
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 𝐶𝐵𝐹 =
3 𝑅 𝜇𝑠,𝑎𝑣𝑔

′

8 𝜋 𝛼𝑠ℎ𝑒𝑎𝑟 𝜇𝑠,𝑏𝑙𝑜𝑜𝑑
′ × 𝐵𝐹𝐼 . (2.57) 

The equation requires determination of  𝜇𝑠,𝑏𝑙𝑜𝑜𝑑
′ , the reduced scattering coefficient of blood. To 

do this, I employ the commonly used approximation by Twersky of [21,62] 

 𝜇𝑠,𝑏𝑙𝑜𝑜𝑑 =
𝐻𝑐𝑡 (1−𝐻𝑐𝑡)

𝑣𝑜𝑙𝑅𝐵𝐶
× 𝜎𝑅𝐵𝐶 . (2.58) 

Here 𝑣𝑜𝑙𝑅𝐵𝐶  as the average volume in a single red blood cell, 𝜎𝑅𝐵𝐶  as the elastic light scattering total 

cross-section of a single red blood cell, and Hct (hematocrit) is the volume fraction of red blood cells in 

the blood. I assume that 𝑣𝑜𝑙𝑅𝐵𝐶  and 𝜎𝑅𝐵𝐶  are constant; if they change at all, they will certainly change by 

a much smaller percentage than Hct. Since 𝜇𝑠
′ = 𝜇𝑠(1 − 𝑔), and keeping only first order terms, it follows 

that  

 𝐶𝐵𝐹 ≈
3  𝑣𝑜𝑙𝑅𝐵𝐶× 𝜇𝑠,𝑎𝑣𝑔

′  × 𝑅

8 𝛼𝑠ℎ𝑒𝑎𝑟 × 𝐻𝑐𝑡 × 𝜎𝑅𝐵𝐶×(1−𝑔)
× 𝐵𝐹𝐼 . (2.59) 

Moreover, if we are interested in relative 𝐶𝐵𝐹, as we often are, then most of the other variables 

will cancel out 

 𝑟𝐶𝐵𝐹 ≈
 𝜇𝑠,𝑎𝑣𝑔

′  

 𝐻𝑐𝑡
× 𝐵𝐹𝐼 . (2.60) 

2.6.6 Limitations of Model 

While this is likely a good first order correction, there were several assumptions made in the application 

of this equation. First, we have assumed that 𝑅 remains constant during hematocrit-induced changes in 

 𝜇𝑠,𝑎𝑣𝑔
′  and 𝜇𝑠,𝑏𝑙𝑜𝑜𝑑

′ . Vasoconstriction (shrinking of the blood vessels, i.e., a reduction in 𝑅) is likely when 

CO2 production decreases, which commonly decreases during hypothermia as metabolism is decreased 

and oxygen consumption goes down [63-65]. It was previously found that while ischemia on its own did 

not impact pial arteriolar diameter in piglets, it did restrict the ability to vasodilate in response to 

hypotension. The average diameters measured in that study ranged from 111-206μm [65]. Unfortunately, 

the vessel radius can be impacted by a multitude of factors and is coupled with blood flow, making this a 
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difficult parameter to account for. This is a gap in the current knowledge that will need to be accounted 

for in future studies. The formulation from Boas et al., Eq. (2.57), assumes a common vessel diameter 

ranging from 60-200μm, however it is hypothesized that the formula should still hold if an effective vessel 

radius is used instead  [48].  

We also assume that 𝛼𝑠ℎ𝑒𝑎𝑟 remains constant in Eq. (2.57). This is also an oversimplification of 

the problem. Instead, it is expected that 𝛼𝑠ℎ𝑒𝑎𝑟 is linearly proportional to hematocrit from 5-45%, on the 

order of 10-9 mm2 per % hematocrit change [66]. Since we observed a 10% change in hematocrit due to 

CPB support, this would be about 1% error, and was thus deemed negligible for the first order correction. 

Nevertheless, this equation outlining the relationship between absolute cerebral blood flow and 

the optically measured BFI could have wide-reaching implications. Not only is this important for the 

analysis I will do in Section 6.4.2 when hematocrit is found to significantly change during cardiopulmonary 

bypass, but when there is any change in hematocrit. Other examples of this could include something as 

common as severe dehydration, which would increase the concentration of hemoglobin in the blood as 

the total volume would decrease. It would also be important to include this correction during blood 

transfusions or if there has been significant blood loss.  

2.6.7 Quantification of Cerebral Metabolic Rate of Oxygen 

Cerebral metabolic rate of oxygen (𝐶𝑀𝑅𝑂2) is the rate at which oxygen is metabolized by the brain. It’s 

quantification with optics is thus a promising metric of metabolic distress that can result in neurologic 

injury. Assuming steady state conditions, we estimated CMRO2 via Fick’s law, i.e., 

 𝐶𝑀𝑅𝑂2 = 𝐶𝑎𝑂2 × 𝑂𝐸𝐹 × 𝐶𝐵𝐹, (2.61) 

where 𝐶𝑎𝑂2 is the arterial concentration of oxygen (mL O2/dL blood), 𝑂𝐸𝐹 is the oxygen extraction 

fraction, and 𝐶𝐵𝐹 is absolute cerebral blood flow [30]. The product of CaO2 and CBF is the rate of oxygen 



38 

 

delivery to the brain. OEF is the fraction of oxygen in the arterial blood extracted by the tissue. We then 

used Equation (2) to compute fractional changes in CMRO2 from baseline: 

 
𝑟𝐶𝑀𝑅𝑂2 ≡

𝐶𝑀𝑅𝑂2

𝐶𝑀𝑅𝑂2,0
=

𝐶𝑎𝑂2

𝐶𝑎𝑂2,0
×

𝑂𝐸𝐹

𝑂𝐸𝐹0
×

𝐶𝐵𝐹

𝐶𝐵𝐹0
, (2.62) 

where the subscript “0” denotes the mean of the parameter across the baseline period (see Fig. 1). 

2.7 Appendix: Relationship Between Vessel Shear, Blood Flow, and the Blood Flow Index 

Shear rate and blood flow are closely intertwined in the context of the fluid dynamics within blood vessels. 

The shear rate refers to the rate at which adjacent layers of blood move relative to one another, while the 

blood flow refers to the volume of blood that passes through a given point in a blood vessel per unit time. 

In general, the shear rate within a blood vessel is directly proportional to the blood flow velocity. When 

blood flows through a vessel, it experiences different velocities across its cross-sectional area. The blood 

flow at the center of the vessel tends to be faster than the blood flow at the vessel walls due to the no-

slip condition, where the blood in direct contact with the vessel wall has zero velocity (shown in Figure 

2.9). This velocity gradient across the vessel leads to shear between adjacent layers of blood. This type of 

flow can be well described with Poiseuille’s law and has been previously described for red blood cells by 

Goldsmith and Marlow [67]. This study was then expanded to measure the shear rate experienced by red 

blood cells within a vessel [59].  

 The fluid dynamics experienced by red blood cells while flowing within a vessel have been 

previously documented both ex vivo using video microscopy in microchannels as well as in vivo [59-61]. 

From these studies we can use Equation (2.51) to describe the diffusion coefficient, showing that shear 

induces a diffusive behavior in red blood cells where the diffusion coefficient is proportional to the shear 

rate [23]. 

 The estimated proportionality between the diffusion coefficient and the sheer rate, 𝛼𝑠ℎ𝑒𝑒𝑟, used 

within this thesis, was defined by Goldsmith and Marlow and measured to be 𝛼𝑠ℎ𝑒𝑒𝑟 ≈ 10−6mm2 [59]. 
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This measurement was done ex vivo under a microscope in a transparent suspensions of red cell ghosts 

(a good model for whole blood). A range of radii (32 to 80 μm) and volume concentrations (40-47%) were 

used. The dispersion coefficient was calculated based off of the change in radial distance from the tube 

axis over a period of 0.5 sec. This was then plotted against the shear rate at the mean radial position of 

the cell path.  The proportionality 𝛼𝑠ℎ𝑒𝑒𝑟 was then defined as the slope of this line.  

 There are several assumptions made within this model that could lead to inaccuracies with our 

equation for absolute cerebral blood flow. We do go below the concentration of red blood cells used in 

this study (we were measuring around 25% Hct while they were around 40%). And as always, there are 

limitations in an ex vivo study such as mimicking the compliance properties of the vessel walls. These are 

all deficits in the current model that would need to be improved upon in future studies and validated 

against absolute measures of blood flow.   
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CHAPTER 3  

3. INSTRUMENTATION 

3.1 DOS Instrumentation  

The FD-DOS instrument used in this work was a custom designed Imagent system (ISS Inc, Champaign, IL, 

USA). The instrument has 16 sources that can be coupled to optical fibers through an SMA coupler. The 

16 sources are distributed evenly across four different light wavelengths (690nm, 725nm, 780nm and 

830nm; 4 sources for each wavelength). A radiofrequency (RF) oscillator modulates the light sources at 

110MHz as discussed in 2.3.1 (Eq. (2.11)) to produce diffuse photon density waves in tissue. To enable the 

separation of the source wavelengths and positions in the detected signals, switched-source; the sources 

switch on and off in sequence such that only one source is on at a time. Approximately 0.1 seconds is 

required to switch through all 16 sources, and source output powers on the tissue are ~5 to 10 mW. The 

sources need about 30 minutes to warm up before a measurement to ensure accuracy and stability.  

The Imagent contains two photomultiplier tubes (PMT) for light detection. The PMTs are sensitive 

in the visible and NIR wavelength range (up to 850nm) and have a large linear range for light detection. 

Heterodyne detection is employed to measure the amplitude and phase of the diffuse photon density 

wave from each source. Specifically, the gain of the PMT is modulated at 100 MHz +5kHz. The mixing of 

the PMT gain modulation with the detected diffuse photon density wave emerging from the tissue 

(modulation at 100 MHz) results in an electronic output signal from the detector oscillating at the 5 kHz 

beat frequency. The amplitude and phase of this signal is proportional to the amplitude and phase of the 

diffuse photon density wave. Further, the phase of the 5 KHz beat frequency signal is easier to measure 

than the phase of the 100 MHz diffuse photon density wave. The beat frequency signal is directly sampled 

using a high-speed analog to digital converter, and a fast Fourier transform (FFT) is performed to 

determine the amplitude and phase. In practice, to help reduce drift, a FFT is also performed on a 
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reference signal (e.g., the detected signal from one of the 16 sources), and the difference between the 

phase of each detected signal and the phase of this reference signal is used for analysis. 

3.2 DCS Instrumentation 

The DCS instrumentation (Figure 3.1) is comprised of one long-coherence length (>10m) 785 nm laser 

(Custom iBeam smart WS, TOPTICA), as well as eight single photon counting avalanche photodiodes 

(APDs, SPCM-AQ4C; Excelitas Technologies, Corp., Waltham, MA, USA) to detect and temporally resolve 

the arrival of photons. The stream of digital pulses generated by the photon counting APD (each pulse 

corresponds to the arrival of a photon) is sent to an edge-detecting counter on the PCIe6612 data 

acquisition board, and the accumulated counts from the board in 1 µs time-intervals are used for real-

time computation of the intensity temporal autocorrelation function in software [68]. The autocorrelation 

function is computed for delay times ranging from 1 µs to 250 µs. This autocorrelation function is fit to 

derive/compute a BFI (Blood Flow Index) as described in Chapter 2. I used the FD-DOS estimates of tissue 

optical properties at the DCS wavelength as inputs in the fit to derive BFI. 
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Figure 3.1 Schematic of typical DCS Instrumentation. The DCS instrument consists of a long-coherence-

length laser coupled to the tissue through a multimode optical fiber. Eight single mode fibers 

couple the tissue to eight single photon counting avalanche photodiodes.  

 A 400 µm diameter multimode fiber (in the ray-picture, each angle of propagation corresponds 

to a different fiber mode, Figure 3.2) was used to couple the laser to the tissue. The use of the multimode 

fiber ensures good transmission of the laser light to the tissue, though the different time delays 

experienced by the different light modes that propagate through the fiber results in some loss in source 

coherence. The long coherence length (> about 5-10m) of the light source, however, helps ensure that 

the coherence length of the output light emerging from the source fiber is substantially greater than the 

spread of light pathlengths through tissue (< 1 m). This latter condition must be met to measure speckle 

intensity fluctuations induced by red blood cell motion. 
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Figure 3.2. Ray-optics schematic of modes in Multimode vs Single Mode fibers. The core diameter of a 

multimode fiber is around 50 μm while the core diameter of a single mode fiber is 

approximately 9 μm.  

 By contrast, single mode fibers were used to couple the detectors to tissue to optimize signal-to-

noise ratio for BFI [49]. Single mode fibers are necessary for sensitive detection of blood flow-induced 

speckle intensity fluctuations, but their small core diameter size (5 µm) results in low light collection from 

the tissue. Single-mode detection is challenging, as it can be difficult to measure adequate signal through 

hair or at long source-detector distances (> 3 cm) [49,69]. 

3.3 Phantom Calibrations 

In order to use FD-DOS data obtained at multiple source detector separations (SDS) to accurately 

determine absolute [𝐻𝑏𝑂2] and [𝐻𝑏], a calibration must be performed [70]. The tissue optical properties 

influence the amplitude and phase of the multi-SDS FD-DOS measurements, but there are also undesired 

influences from other factors such as wavelength-dependent fiber transmission. The effects from these 

other factors are combined via the use of a light coupling coefficient. Each source and each detector has 

a different light coupling coefficient to tissue, and the measured fluence rate for a given source-detector 

pair is equal to the product of the true fluence rate with the pair’s coupling coefficients. To determine the 
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coupling coefficients, tissue-mimicking phantoms with known optical properties are used before and/or 

after the tissue measurement (it is typically assumed that light coupling coefficients remain constant 

during the measurement). Since calibration usually needs to be performed with every measurement, most 

groups, ours included, use a solid phantom with similar optical properties to that of tissue. Solid phantoms 

have the benefit of being permanent and stable for continued use. 

3.3.1 Phantom Properties 

To accurately employ calibration measurements, 𝜇𝑎,𝑐𝑎𝑙 and 𝜇𝑠,𝑐𝑎𝑙
′  for the phantom must be known. We 

use solid phantoms purchased from ISS Inc. (Champaign, IL, USA) composed of room temperature 

vulcanized (RTV) 615 silicone resin, titanium dioxide (rutile, 1–2-micron sized particles) for scattering and 

carbon black for absorption. These materials are commonly used in tissue mimicking phantoms [70,71].  

Silicone is used as the base material for the phantom because it is moldable, transparent, and has 

a refractive index of about 1.4 [72-75]. This is similar to the refractive index of tissue which is around 1.35-

1.5 [72]. It’s soft rubber texture mimics a stiff tissue and can be molded into a variety of shapes and sizes 

to model different tissue and organ shapes. It also offers the possibility to include nonorganic scatters and 

chromophores [72,76]. To create these tissue phantoms, ISS used an RTV615 silicone with negligible optical 

scattering and absorption in the near-infrared. Thus, additional materials need to be added to the silicone 

to control the phantom’s absorption and scattering [72-75]. Carbon black is commonly used to increase 

absorption [70,71,76-78]. Carbon black has very little contribution to scattering and has a relatively 

constant absorption spectra over the 630-870 nm range [77,78]. The amount of carbon black added was 

titrated by ISS to obtain absorption properties similar to tissue [71,78]. 

To increase scattering, titanium dioxide (TiO2) is commonly used. TiO2 is the main pigment in white 

paint, and thus readily available [73,79]. The TiO2 absorption is even less than that of silicone and the 

scattering strength versus wavelength is relatively constant. The index of refraction is around 2.4-2.9, thus 



45 

 

the scattering anisotropy value 𝑔 is lower than that in tissue, and additional scattering particles are often 

added to mimic the tissue’s reduced scattering coefficient [73,79]. TiO2 is stable in a silicone phantom and 

comes in a variety of well-controlled formulations, thus making for a simple, permanent phantom that 

can be easily used for daily calibration of an instrument [71].  

3.3.2 Measuring Phantom Properties 

While the approximate optical properties can be estimated from the concentrations of carbon black and 

TiO2 added to silicone, the exact optical properties are needed for FD-DOS calibration. Thus, the 

phantom’s optical properties need to be precisely measured. One way to measure the phantom’s 

properties is to acquire multiple SDS data on the phantom with a single source and a single detector. By 

using a single source and detector, the coupling coefficient is the same for all SDS. 

 I used this method to measure the optical properties of the phantom at 727, 750, 800, and 827 

nm. Optical properties at each wavelength were measured separately. A multimode source fiber (e.g., 

described above) was mounted to coupled vertical and horizontal translational stages (NRT100, Thor Labs, 

Newton, NJ) as shown in Figure 3.3. The positions of the vertical and horizontal translational stages are 

adjusted via computer control with a precision of 1μm. This allows for the source to be incrementally 

positioned further away from the detector to achieve multiple SDS. The detector fiber was secured to an 

optical table using a post and a right-angle post clamp. The detector fiber was placed at least 2 cm from 

the edge of the phantom such that the semi-infinite boundary condition could be utilized. A reference 

source of the same wavelength was used to calculate the change in phase. This was secured in the same 

manner as the detector fiber and positioned 2.9 cm away.  
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Figure 3.3 Schematic of setup used to measure optical parameters of a phantom used for instrument 

calibration.  

 Since these are precise measurements, extra precautions were taken to remove any ambient light 

that may interfere with the measurement. The phantom was wrapped in a black cloth and the top of the 

phantom that was not being measured was covered in black electrical tape. Black rubber was fitted around 

the detector fiber and the reference fiber. All reflective surfaces were covered with black tape and the 

room lights were turned off.  

 A single measurement consisted of two parts, 1) setting the SDS by moving the measured source 

fiber with the translational stages and 2) collecting intensity and phase data at that location. For each 

source, the initial SDS was set at approximately 1.4 cm (and measured precisely with a calipers) and the 

source was set to just be contacting the phantom. After a measurement was completed, the vertical 

translational stage raised the fiber off the surface of the phantom by 0.5 mm to ensure neither the fiber 

nor the phantom was damaged during the translational. The horizontal stage then moved the source fiber 

2 mm further away from the detector fiber before the vertical stage lowered it back down 0.5 mm to be 

contacting the phantom again.  
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 A measurement of intensity and phase was taken at each location. I waited until there were at 

least 1300 measurements (approx. 3 min) at the location and the calculated the mean and standard 

deviation of both intensity and phase at that location. This was done from 1.4 cm to 3.2 cm. We were 

limited by the size of the phantom for the furthest data point as getting within 2 cm of the phantom edge 

could cause break down of the semi-infinite boundary condition. Once intensity and phase data were 

collected for all positions (Figure 3.4), Eqs. (2.27), (2.28), (2.29), and (2.30) were used to calculate 𝜇𝑎 and 

𝜇𝑠
′  for each wavelength (Figure 3.5). These measurements were then used to calibrate the FD-DOS 

instrument for measurements. 



48 

 

 

Figure 3.4 Linear relationships for phase-shift and adjusted amplitude at four wavelengths to calculate 

𝑘𝑖 and 𝑘𝑟 needed for calibration. 
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Figure 3.5 Calculated Optical Properties for Four Wavelengths. Calculated absorption and scattering 

coefficients for a silicone phantom.  

3.3.3 Measuring and Applying the Calibration Coefficients 

Once the optical properties of the phantom are well known, the calibration coefficients are calculated for 

each wavelength and each source-detector pair (shown in Figure 3.6). To do this, we start by calculating 

the amplitude and phase predicted by the photon diffusion model based on the known phantom optical 

properties that I measured, 𝜇𝑎,𝑐𝑎𝑙 and 𝜇𝑠,𝑐𝑎𝑙
′ . I specifically used the long source-detector separation limit 

of the semi-infinite photon diffusion solution to calculate the “wavevectors” 𝑘𝑖,𝑐𝑎𝑙 and 𝑘𝑟,𝑐𝑎𝑙 via Equations 

(2.16) and (2.17). Thus, the true amplitude (𝐴𝑃) and phase (𝜃𝑃) for the phantom predicted by the photon 

diffusion model as a function of source-detector separation (r) are: 
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𝐴𝑃(𝑟) = 𝐴0

𝑃  (
𝑒−𝑘𝑖,𝑐𝑎𝑙𝑟

𝑟2 ) ; (3.1) 

 𝜃𝑃(𝑟) = 𝑘𝑟,𝑐𝑎𝑙𝑟 + 𝜃0
𝑃 . (3.2) 

Here 𝐴0
𝑃 and 𝜃0

𝑃 are constants.  

 

Figure 3.6 Schematic of multiple source detector positions. Calibration coefficients must be calculated 

for each wavelength and each source detector pair. This is done by measuring 𝐴(𝑟) and 𝜃(𝑟) for 

each 𝑟 (the distance between the detector and source position).  

The next step is to estimate the optical coupling coefficients, 𝐶, from the true amplitude and 

phase computed from the known optical properties. To distinguish the true fluence rate from the 

measured fluence rate, I will denote the measured fluence rate as 𝐼 = |𝐼|𝑒−𝑖 𝑝, where |𝐼| and 𝑝 are the 

measured amplitude and phase. 𝐼 is proportional to the true fluence rate (Φ) via the coupling coefficient, 

i.e., 𝐼 = 𝐶 ⋅ Φ. Here, 𝐶 is a complex number with its own amplitude (𝐶𝑎) and phase (𝐶𝑝) components, i.e., 
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𝐶 = 𝐶𝑎𝑒−𝑖𝐶𝑝. Let’s now consider the measurement for source 𝑖 and detector 𝑗 on the calibration phantom 

(source-detector separation is 𝑟𝑖𝑗). The measured fluence is 

 𝐼𝑖,𝑗
𝑃 = |𝐼𝑖𝑗

𝑃|𝑒−𝑖𝑝𝑖𝑗
𝑃

= 𝐶𝑎,𝑖𝐶𝑎,𝑗𝑒−𝑖(𝐶𝑝,𝑖+𝐶𝑝,𝑖)𝐴𝑃(𝑟𝑖𝑗)𝑒−𝑖𝜃𝑃(𝑟𝑖𝑗) . (3.3) 

Recall that 𝐴𝑃 and 𝜃𝑃 are given by Equations 0.1 and 0.2, respectively. Equation 0.3 is a system of two 

equations: 

 𝐶𝑎,𝑖𝐶𝑎,𝑗 = |𝐼𝑖𝑗
𝑃|/𝐴𝑃(𝑟𝑖𝑗) ; (3.4) 

 𝐶𝑝,𝑖 + 𝐶𝑝,𝑗 = 𝑝𝑖𝑗
𝑃 − 𝜃𝑃(𝑟𝑖𝑗) . (3.5) 

After the calibration phantom measurements, the probe is then place on the tissue of interest. 

The amplitude and phase measured on the tissue are given by: 

 |𝐼𝑖𝑗| = 𝐶𝑎,𝑖𝐶𝑎,𝑗𝐴(𝑟𝑖𝑗) ; (3.6) 

 𝑝𝑖𝑗 = 𝐶𝑝,𝑖 + 𝐶𝑝,𝑗 + 𝜃(𝑟𝑖𝑗). (3.7) 

The true tissue amplitude and phase are obtained by substituting Eqs. (3.4) and (3.5) into Eqs. (3.6) and 

(3.7): 

 
𝐴(𝑟𝑖𝑗) =

𝐴𝑃(𝑟𝑖𝑗)

|𝐼𝑖𝑗
𝑃|

|𝐼𝑖𝑗| ; (3.8) 

 𝜃(𝑟𝑖𝑗) = 𝑝𝑖𝑗 − (𝑝𝑖𝑗
𝑃 − 𝜃𝑃(𝑟𝑖𝑗)) . (3.9) 

Again, 𝐴𝑃(𝑟𝑖𝑗) and 𝜃𝑃(𝑟𝑖𝑗) are given by Equations (3.1) and (3.2). Note that the constants 𝐴0
𝑃 and 𝜃0

𝑃 in 

Equation (3.1) and (3.2) are unknown, but these will be the same for all source-detector pairs. Thus, the 

multi-distance fitting to the photon diffusion model can be used to derive tissue optical properties (e.g., 

as shown in Figure 3.4 and Figure 3.5).  
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CHAPTER 4  

4. PHYSIOLOGIC METRICS OF CEREBRAL METABOLIC HEALTH 

4.1 Introduction and Biology 

A major focus of my thesis is to improve understanding of the effects of cardiopulmonary bypass (CPB) on 

cerebral metabolism. Here, the word metabolism refers to the consumption of glucose and oxygen to 

produce energy in cells. Non-invasive, optical measurement of cerebral oxygen metabolism provides a 

window into the mitochondrial health of cells and holds promise as an early indicator of adverse 

physiology that could result in irreversible injury. Several physiologic metrics of cerebral metabolic health 

were concurrently acquired alongside optical measurements to help elucidate potential indicators. Before 

explaining the different metrics, I will give a brief overview of the basic metabolic pathways.   

4.1.1 Aerobic Respiration 

 The primary method employed by cells to generate energy (ATP, adenosine triphosphate) from 

glucose is aerobic respiration, which occurs in the presence of oxygen (Error! Reference source not f

ound.). This process is composed of several metabolic processes: glycolysis, pyruvate decarboxylation, the 

citric acid cycle (commonly called the Krebs cycle), and the electron transport chain [80]. All together these 

processes have the potential to produce a maximum of 38 ATP. The global reaction is: 

 𝐶6𝐻12𝑂6(𝑠) + 6 𝑂2 (𝑔) → 6 𝐶𝑂2 (𝑔) + 6 𝐻2𝑂 (𝑙) + 38 𝐴𝑇𝑃 . (4.1) 

This reaction is exothermic, and thus it can occur spontaneously. While aerobic respiration has the 

potential of producing up to 38 ATP, as a result of the complexities of the respiratory chain, aerobic 

respiration often only produces around 30 ATP per glucose due to factors such as membrane semi-

permeability [80], etc. Nevertheless, aerobic metabolism is up to 15 times more efficient than its 

counterpart anaerobic respiration, occurring in the absence of oxygen.  
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The first step in both aerobic and anaerobic respiration is glycolysis. Glycolysis occurs both in the 

presence and absence of oxygen. It is the production of pyruvate from glucose, occurring in the cytosol of 

the cell with the overall reaction: 

 𝐺𝑙𝑢𝑐𝑜𝑠𝑒 + 2 𝑁𝐴𝐷+ + 2 𝐴𝐷𝑃 + 2 𝑃𝑖 → 2 𝑃𝑦𝑟𝑢𝑣𝑎𝑡𝑒 + 2 𝑁𝐴𝐷𝐻 + 2 𝐻+ + 2 𝐴𝑇𝑃 + 2 𝐻2𝑂. (4.2) 

Here 𝐺𝑙𝑢𝑐𝑜𝑠𝑒 is (C6H12O6); 𝑁𝐴𝐷+ and 𝑁𝐴𝐷𝐻 are the oxidized and reduced forms of nicotinamide adeine 

dinulcleotide; 𝐴𝐷𝑃 is adenosine triphosphate; 𝐴𝑇𝑃 is adenosine diphosphate; 𝑃𝑖 is a phosphate group; 

and 𝐻+ is a hydrogen ion [81]. If there is oxygen present, then pyruvate is transported into the 

mitochondrial matrix, converted to acetyl-CoA (which releases CO2), and goes through the citric acid cycle 

as a part of aerobic metabolism. Otherwise, the pyruvate molecule is subsequently converted to lactate 

in the anaerobic pathway.  

 Per aerobic metabolism, once the acetyl-CoA is produced within the mitochondrial matrix, the 

molecule enters the citric acid cycle which oxidizes the acetyl-CoA to CO2 and reduces 𝑁𝐴𝐷+ to 𝑁𝐴𝐷𝐻 

and results in the production of two ATP per glucose. 𝑁𝐴𝐷𝐻 can then be used in the final stage of aerobic 

respiration: oxidative phosphorylation (OXPHOS). This involves the transfer of electrons from 𝑁𝐴𝐷𝐻 to 

the electron transport chain. As the electrons pass through the electron transport chain a proton gradient 

is established over the mitochondrial membrane. ATP synthase (an enzyme at the end of the electron 

transport chain) utilizes this proton gradient to generate ATP via chemiosmosis. The electron transport 

chain is an important topic for both respirometry measurements (discussed further in section 4.4) and for 

diffuse optical broadband measurements which can probe cytochrome C oxidase.   

4.1.2 Anaerobic Respiration 

Anaerobic respiration is respiration that occurs in the absence of oxygen. Anaerobic respiration must use 

an electron acceptor different from oxygen. As noted above, it starts the same way as aerobic respiration, 

with glucose going through glycolysis to form pyruvate. However, in the absence of NAD+ in the 
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mitochondria, which is re-generated from NADH during oxidative phosphorylation, both pyruvate and 

NADH remain in the cellular cytoplasm. To generate additional NAD+ for continued anaerobic glycolysis, 

pyruvate is reduced to lactate, regenerating 𝑁𝐴𝐷+ from 𝑁𝐴𝐷𝐻, and allowing for the continuation of 

glycolysis (Eq.(4.2)) by forming the necessary 𝑁𝐴𝐷+ [82]. As previously mentioned, anaerobic respiration 

provides less ATP per glucose molecule compared to aerobic respiration, making it an inefficient method 

of energy production. However, it is much faster than the oxidative phosphorylation used in aerobic 

respiration and does not require oxygen, making it a quicker means of reaching energy demands when 

the cell is under stress.  

 Since lactate is an end byproduct of anaerobic glycolysis, monitoring the concentration of lactate 

provides a surrogate measure for anaerobic metabolism. In practice, lactate concentration is a useful 

metric for directing care for severe sepsis, shock, blood loss, anemia and heart failures [82]. In our case, it 

provides a metric of metabolic stress which may be compared to optical metrics of metabolism and 

oxygen delivery. Since anaerobic glycolysis produces less energy (ATP) per molecule of pyruvate, to 

generate comparable ATP, a significantly greater consumption of pyruvate is necessary compared to 

aerobic respiration. Thus, pyruvate represents glycolytic capacity and is a function of glucose delivery, 

𝑁𝐴𝐷+ availability and pyruvate consumption. The concentration of pyruvate should therefore decrease 

as a result of switching to anaerobic respiration. As a result, during anaerobic respiration, the 

concentrations of lactate and pyruvate are anti-correlated. Therefore, by looking at the ratio of lactate to 

pyruvate (LPR), we can obtain a sensitive metric of anaerobic metabolism. 
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Figure 4.1 Schematics of the metabolic pathways for a) aerobic respiration and b) anaerobic respiration. 

4.2 Microdialysis 

Microdialysis is an invasive monitoring technique that directly samples metabolites from the interstitial 

fluid in the brain parenchyma [83-85]. Micetcrodialysis is primarily used clinically to assess anaerobic 

conditions that lead to metabolic stress, and which could lead to secondary brain insults. Unfortunately, 

this invasive technique requires either drilling a small hole through the skull for catheter placement or 

placement of the catheter through an existing craniotomy. As a result, microdialysis is only used in cases 

of severe brain injury, or when other neurocritical care metrics are already being collected (e.g., metrics 

such as intracranial pressure or brain tissue oxygen tension). Microdialysate is a continuously collected; 

saline (0.9% NaCl in water) is continuously perfused through the catheter by a battery-powered pump, 

collecting substrates through the microdialysis membrane. The resulting microdialysate fluid is collected 

in microvials which provide an average measurement of substrate concentration over the vial collection 

time. This collection procedure is necessary because a minimum volume is needed to accurately measure 

the concentration of the substrates within the dialysate.  
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Figure 4.2 Diagram of microdialysis catheter placement and setup.  

By increasing the flow rate of the perfusate, it is possible to increase the frequency of 

measurements. However, this approach reduces the accuracy of the measurement as the substrates are 

more dilute in the dialysate. In clinical practice, a flow rate of 0.3 μL/min is most typically used with hourly 

sampling [83]. To allow for shorter sampling periods, our lab often uses a perfusion rate of 1 μL/min, 

permitting sampling every 20 or 30 min [86].  

Additionally, the time it takes to travel from the point of collection at the catheter to the microvial 

must be accounted for. This time delay can be calculated from the rate of perfusion, the length of tubing 

from the catheter to the microvial (ours is 220 mm), and the inner diameter of the tubing (0.15 mm) [87]. 

This travel-time causes a shift in timing when comparing to optical data, etc.; for our studies, we calculated 

the delay to be a minimum of 4 minutes, but it can be longer due to variance in the microdialysis catheter 

tip ([87]). While this time-delay is important to consider, it is perhaps even more important to consider 

the delay time for the biomarkers to make it from the cells to the microdialysis catheter. These delay times 

have been previously examined and empirically calculated through a comparison with microdialysis data 

[86]. 
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A recent study from our lab studied these delay times and found that there was roughly a 30-60 

minute delay (depending on the biomarker used) with respect to when the optical metrics first showed 

signs of injury [86]. This suggests that the biological processes involved in producing the biomarkers and 

then having them diffuse into the interstitial space where they are collected by the microdialysis catheter, 

occurs on comparatively long timescales following the initial hypoxic-ischemic insult detected by optical 

biomarkers.   

Five substrates are typically measured using microdialysis; these metabolites are listed in Table 

4.1, and Figure 4.3 shows the pathways by which these biomarkers can be produced. As mentioned in the 

previous section, lactate and pyruvate concentrations in the interstitial space are used to examine 

anaerobic metabolism. When they are investigated as a ratio, i.e., the lactate-pyruvate ratio (LPR), they 

offer a strong predictor of anaerobic metabolism and, when elevated, metabolic stress. In the same vein, 

we expect glucose levels to decrease rapidly with a switch to anaerobic metabolism. However, glucose 

levels can also be influenced by supply from blood flow and other confounding factors such as breakdown 

of intracellular transport mechanisms. As such, glucose is a non-specific biomarker and will not be 

discussed further.  

Table 4.1 Summary of Microdialysis Metrics 

Microdialysis Metric Assessing 

Glucose Brain metabolism 

Pyruvate Extent of glycolysis 

Lactate 
Anaerobic metabolism; oxygen 
supply/demand mismatch 

Lactate Pyruvate Ratio (LPR) 
Stronger indicator of anaerobic 
metabolism 

Glycerol Cell membrane damage 
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Figure 4.3 Diagram of biomarkers that can result during hypoxic-ischemic conditions. When oxygen is 

not present, cellular metabolism switches over to anaerobic metabolism. This causes a 

reduction in pyruvate and glucose concentrations, and an increase in lactate concentration. 

While not specific to hypoxic-ischemic conditions, an increase in glycerol is seen in cases of cell 

death due to injury (potentially caused by hypoxia or inflammation).  

The fourth microdialysis biomarker is glycerol. Glycerol levels are known to increase due to 

neurological injury due to the degradation of glycerophospholipids during apoptosis [85,88,89]. Elevated 

glycerol levels have been used to predict poor neurological outcomes [86,88,89]. Normal cerebral glycerol 

concentrations in humans have been reported in the range of 50-100 μM; glycerol concentrations 

exceeding 80-150 μM are associated with poor outcomes in TBI patients [90,91]. In order to compare our 
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values (using a flow rate of 1 μL/min) with those typically reported (with a flow rate of 0.3 μL/min), we 

must multiply our measured concentrations by 3.3 (ratio of the two flow rates).  

4.2.1 Microdialysis Procedure 

The cerebral microdialysis probe used in our lab is inserted into the right frontal cortex (CMA 70 

Elite, mDialysis, Sweden) at a depth of about 1-1.5 cm into the brain parenchyma. Sterile saline is then 

perfused at 1 µL/min for at least 30 minutes for equilibration before a baseline collection (allowing for the 

lines to be fully flushed). After this initial equilibration period, a baseline microdialysis sample is acquired 

over a time period ranging from 20-60 minutes prior to any experimental interventions. This allows for 

the quantification of biomarkers at normative conditions which may be compared to data taken at future 

timepoints. All of our microdialysis vials range in collection time from 20-60 min. The shorter time periods 

are used when there is expected to be greater variation in the data (i.e., during CPB when the injury insult 

is starting). Shorter time periods provide increased temporal resolution to identify when an injury has 

occurred.  

An automated ISCUS Flex™ Microdialysis Analyzer (CMA 70 Elite, mDialysis, Stockholm, Sweden) 

was used to measure the concentrations of pyruvate, lactate, glucose and glycerol. This analyzer has the 

following detection limits: lactate less than 100 μM or greater than 12,000 μM; pyruvate less than 2 μM 

or greater than 300 μM; glycerol less than 10 μM or greater than 1500 μM; glucose less than 0.1 mM or 

greater than 25 mM; thus, if values were outside of this range, they were excluded from the results. This 

data was processed using the associated LABpilot software.  

4.3 Blood Gas Collection 

Arterial blood gas measurements of blood-oxygen saturation (𝑆𝑎𝑂2, %), hematocrit (𝐻𝑐𝑡, %) and partial 

pressure of oxygen in the arterial blood (𝑃𝑎𝑂2, mmHg) were used to calculate arterial oxygen content 

(𝐶𝑎𝑂2, mL O2/dL blood): 
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 𝐶𝑎𝑂2 = (1.39
𝑚𝐿 𝑂2

𝑔 𝐻𝑔𝑏
) × 𝑆𝑎𝑂2 × (32.2 

𝑔 𝐻𝑔𝑏

𝑑𝐿  𝑏𝑙𝑜𝑜𝑑
) × 𝐻𝑐𝑡 +  0.003 (

𝑚𝐿 𝑂2

𝑑𝐿 𝑏𝑙𝑜𝑜𝑑×𝑚𝑚𝐻𝑔
) × 𝑃𝑎𝑂2. (4.3) 

Note, this formula considers both hemoglobin-bound oxygen (using SaO2) and free dissolved oxygen 

(using PaO2). Further, note that we explicitly converted hemoglobin (Hgb) concentration to hematocrit 

(i.e., 𝐻𝑔𝑏 =  32.2 𝐻𝑐𝑡). Given an expected shift from room-air PaO2 values (< 100 mmHg at baseline) to 

PaO2 > 250 mmHg during CPB support, there is a potential ~5% error in CaO2 quantification when ignoring 

the free dissolved oxygen content.  

By contrast, the partial pressure of oxygen in mixed venous blood (PvO2) does not exceed 100 

mmHg, even when PaO2 > 250 mmHg. Additionally, cerebral PvO2 is challenging to measure accurately, 

tends to be well maintained through autoregulation and is significantly lower than systemic mixed venous 

oxygen content due to the high metabolic demand of the brain [92-94]. Thus, calculation of 𝐶𝑣𝑂2 can be 

accurately obtained from the following formula (which does not account for free dissolved oxygen): 

 
𝐶𝑣𝑂2 = (1.39

𝑚𝐿 𝑂2

𝑔 𝐻𝑔𝑏
) × 𝑆𝑣𝑂2 × (32.2 

𝑔 𝐻𝑔𝑏

𝑚𝐿 𝑏𝑙𝑜𝑜𝑑 
) × 𝐻𝑐𝑡. (4.4) 

 The measurements of both 𝐶𝑣𝑂2 and 𝐶𝑎𝑂2 are used to provide an accurate measurement of 

oxygen extraction fraction (OEF) discussed previously in Section 2.5 as we are now accounting for the 

increase in dissolved oxygen. In order to give an optically measured 𝐶𝑣𝑂2, we make the same 

approximation from Eq (2.35) and can now write 𝐶𝑣𝑂2 as 

 
𝐶𝑣𝑂2 = (44.8

𝑚𝐿 𝑂2

𝑑𝐿 𝑏𝑙𝑜𝑜𝑑
) × 𝐻𝑐𝑡 ×

1

𝛾
(𝑆𝑡𝑂2 − (1 − 𝛾) × 𝑆𝑎𝑂2). (4.5) 

Using Eqs.Error! Reference source not found. (4.3), (4.5) and the non-approximated form of OEF (Eq. 

(2.34)) we can get a form of OEF which solely relies on the optically measured 𝑆𝑡𝑂2 and parameters 

measured using an arterial blood gas. This can then be written as: 
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𝑂𝐸𝐹 =

𝐶𝑎𝑂2 − 𝐶𝑣𝑂2

𝐶𝑎𝑂2

=
𝐶𝑎𝑂2 − (44.8

𝑚𝐿 𝑂2
𝑑𝐿 𝑏𝑙𝑜𝑜𝑑

) × 𝐻𝑐𝑡 ×
1
𝛾 (𝑆𝑡𝑂2 − (1 − 𝛾) × 𝑆𝑎𝑂2

𝐶𝑎𝑂2
. 

(4.6) 

 

4.4 Mitochondrial Respirometry and Reactive Oxygen Species  

Mitochondrial respirometry examines the relationship between how much energy is produced from the 

cells compared to the consumption of oxygen. During mitochondrial respiration, water is formed when 

electrons, passed down the electron transport chain (ETC), reduce oxygen molecules which are the 

terminal electron acceptor. This permits the generation of a high proton gradient across the inner 

mitochondrial membrane which powers the phosphorylation of ADP by ATP synthase. The combination 

of these redox reactions are referred to as oxidative phosphorylation (OXPHOS). During high-resolution 

mitochondrial respirometry, a homogenized tissue sample is sealed within a chamber. Oxygen and specific 

intermediate metabolic substrates are introduced to the chamber to measure the associated respiratory 

capacity of individual and convergent electron flux through the ETC by monitoring the oxygen 

concentration present over time. We are then able to calculate the slope of the oxygen concentration to 

obtain the oxygen consumption. If the mitochondria is functioning properly, the oxygen concentration in 

the chamber should decrease. This allows for the detection of dysfunctional or damaged mitochondria as 

they may have an impaired ability to utilize oxygen. Mitochondria dysfunction can occur through a variety 

of pathways including oxidative stress, wherein excessive amounts of reactive oxygen species overwhelm 

the mitochondria and lead to oxidative damage. Respirometry is able to isolate individual elements of the 

ETC, clarifying where the breakdown in the ETC is occurring, elucidating the cause of mitochondrial 

dysfunction.  
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 An Oroboros O2k FluoRespirometer was used for the measurement of respirometry data. The 

samples for this test were collected from the left cortex immediately after subjects were euthanized. 

While several different reagents are used to test mitochondrial function, I will detail three with greatest 

relevance to the assessment of overall mitochondrial respiratory capacity: glutamate, succinate and 

oligomycin, which I will talk about individually.  

 The addition of glutamate to the chamber tests the OXPHOS capacity supported by complex I of 

the ETC. Glutamate does this by indirectly supplying electrons to complex I, shown in Figure 4.4. This 

means that the only limitation to respiration is the rate at which ATP-synthase can transport protons back 

into the mitochondrial matrix. Thus, this state is defined as complex I-supported OXPHOS capacity 

(OXPHOSCI).  
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Figure 4.4 Diagram of electron transport chain capacity showing the different complexes (I – IV) and 

more. OXPHOS (oxidative phosphorylation) is measured by providing first glutamate and then 

succinate to the sample to determine capacity of first complex I supported OXPHOS and then 

complex I + II supported OXPHOS. To measure the LEAK (amount of protons leaking through the 

membrane to support respiration), oligomycin is added to shut down ATP synthase.  

The next step is to add succinate to the chamber to measure convergent complex I and complex 

II-supported OXPHOS capacity (shown in Figure 4.4). Complex II of the ETC is responsible for oxidizing 

succinate, which supplies additional electrons to the ETC. This is measured after already supplying 

glutamate, thus respiration is now only limited by the rate which ATP-synthase can transport photons 

back to the mitochondrial matrix. This means that we are measuring the OXPHOS capacity supported by 

both complex I and II (OXPHOSCI+CII).  

 We now block ATP-synthase by adding oligomycin. This state is referred to as LEAK as no protons 

can enter the mitochondrial matrix through ATP-synthase. Oxygen is only consumed to balance the 

leakage of protons through the mitochondrial membrane back to the mitochondrial matrix. In this state 

the oxygen consumption rate should be significantly reduced. This provides an assessment of the 
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efficiency of oxygen consumption to generate ATP versus to balance proton leak (i.e., energy dissipated 

as heat).  

In order to compare the samples measured with respirometry, it is necessary to know the number 

of mitochondria present. This is done by utilizing citrate synthase which is a mitochondrial enzyme 

routinely used to measure the number of mitochondria in the tissue [95]. Citrate synthase is a reliable 

indicator of mitochondrial content as there is an abundance of citrate synthase in the mitochondria and 

it is not influenced by acute changes in the cellular conditions. Citrate synthase activity (nmol/mg/min) 

was measured in cortical homogenates using a commercially available kit (Citrate Synthase Assay Kit, 

CS0720, Sigma-Aldrich, St Louis, MO, USA) according to the manufacturer’s instructions. Mitochondrial 

respiration was measured in left cortex homogenates (1 mg/mL) using the same instruments and 

substrate–uncoupler–inhibitor titration (SUIT) protocol as previously described [96-98].  

Cerebral mitochondrial reactive oxygen species (ROS) generation can be measured 

simultaneously with the respirometry measurements using the O2k-Fluorescence LED2-Module 

(Oxygraph-2k, Oroboros Instruments, Innsbruck, Austria) as described previously [99]. ROS are generated 

when the mitochondria reduces the oxygen with only a single electron to form O2
- instead of the typically 

formed water. This occurs for about 1-2% of the reduced O2 [100]. ROS can also be generated due to 

inflammation or ischemia-reperfusion injury. An inflammatory process triggers the activation of immune 

cells (neutrophils and macrophages), which produce ROS as part of their defense mechanisms. Ischemia-

reperfusion injury can also lead to excessive ROS generation as the reoxygenation of ischemic tissue can 

trigger an oxidative burst. It is hypothesized that ROS contributes to brain injury as the brain is sensitive 

to oxidative damage and can thus cause alterations in redox signaling and oxidative damage to proteins 

and lipids  [99-101]. Previous studies from our group have found that exposure to different types of 

cardiopulmonary bypass have resulted in a significant increase in ROS formation [12,99]. Thus, it was 
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important for us to monitor if there is ROS generation as a potential for neurological injury in our models 

of cardiopulmonary bypass.   

4.5 Pathology 

Since all of the studies I worked on were terminal pre-clinical models, we were able to harvest the brain 

after the study was completed, specifically, 5 mm coronal sections of the right hemisphere were collected 

and fixed for histopathological analysis. This permits pathology to be completed on the brain tissue 

sample. The two techniques used in the lab examined glial fibrillary acidic protein (GFAP) and ionized 

calcium-binding adaptor protein-1 (IBA-1) as measures of microglial activation and nodule formation, 

respectively. The processes used to quantify both of the biomarkers are similar, only using different 

reagents.  

 This process starts with staining of the specimen such that only areas with either GFAP or IBA-1 

are apparent. This is visualized with a diaminobenzidine (DAB) solution (one of the stains), and a 

microscope image is taken. Once the image is collected, deconvolution is performed, splitting the image 

by color with each color representing a stain associated with a biomarker. The images are then fed through 

a threshold filter, generating a black and white image, with black indicating the presence of the biomarker 

and white indicating that the biomarker is not present in that location. From this, the number of black and 

white pixels can be counted and the optical density (OD), which is proportional to the chromophore 

(biomarker) concentrations [102] can be determined.  

GFAP is a protein that is found in the astroglial cytoskeleton and not found outside of the central 

nervous system. It is only released after cell death or injury and has been associated with increased 

intercranial pressure and severity of CT-diagnosed head injury [103]. The other marker, IBA-1, is a marker 

of microglial activation and thus brain injury as it is a protein predominately expressed in the microglia of 

the brain [104]. Microglia are the primary immune cells in the central nervous system and their activation 
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occurs when they detect a signal associated with pathogens or injury in the cellular environment. By 

monitoring these two biomarkers, we derive a sense of cellular injury and death that was potentially 

incurred in the injury model.   
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CHAPTER 5  

5. STATISTICAL METHODS 

My main analyses herein concern changes and significance in time-series data. To assess these changes, I 

used the Wilcoxen signed-rank test and linear mixed effects modeling. Both are very common techniques 

used to relate repeated measures within a data set. In this chapter, I briefly introduce their underlying 

principles. 

5.1 Wilcoxon signed-rank test 

The Wilcoxon signed-rank test is a non-parametric statistical test for comparing matched (or paired) 

samples (e.g., comparing whether a parameter changed between two timepoints). In contrast to the t- 

test, the signed-rank test does not assume that the data is normally distributed. The signed-rank test 

assumes that the measured data parameter is continuous (e.g., like time) and that the distribution of the 

differences between the paired datapoints is symmetric. These assumptions are reasonable for the 

comparisons of paired data I performed in subsequent chapters. I used the function ‘signrank’ 

implemented in MATLAB R2022a software (The MathWorks Inc., Natick, MA, USA) to carry out this test.  

An important drawback to the Wilcoxon signed-rank test arises if there are more than two 

repeated measures (e.g., two time-points) to compare, then the test needs to be performed for each 

pairwise comparison. This results in a so-called multiple comparisons problem; the more inferences made 

(or comparisons performed), the more likely it is that one of the tests will be significant by chance. A 

common method to address this problem is to use a Bonferroni corrected significance level. Specifically, 

to test for significance at a desired significance level of 𝛼 (typically 0.05), the p-value used to signal 

significance is  𝛼/𝑚, where 𝑚 is the number of statistical comparisons made. For example, if 20 statistical 

tests are performed and a significance level of 0.05 is desired, then an individual p-value of 0.05/20 = 

0.0025 is used to deem significance. The Bonferroni correction is conservative, and as a result, sometimes 

impractically large sample sizes are needed to show significance with this method.  
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To test for trends in time-series data with a large number of timepoints, I thus opted to use 

another method to account for repeated measures within a subject called the linear mixed-effects models. 

5.2 Linear mixed-effects model 

Linear mixed effects models (also known as multilevel models or hierarchical models) are an extension of 

linear models that can account for correlations between multiple repeated measures in the data [105]. 

They are accordingly a powerful tool for the analysis of grouped data [106]. Linear mixed effects (LME) 

modeling has been widely used throughout the biomedical diffuse optics community across a diverse 

range of applications, such as comparing responses of different brain hemispheres [107], determining 

impact of hematocrit and flow on DCS measurements [22], and examining blood flow responses for 

multiple occlusions [108]. 

 Just as with simple linear regression, a linear mixed-effects (LME) model linearly relates an 

outcome variable (e.g., cerebral blood flow) to one or more predictor variables (e.g., time). The relation 

includes subject-specific random slope and intercept effects to permit variation in the intercept and slope 

among individuals [109]. A classic example is LME modeling of the growth of children over time. The model 

separately accounts for variation in height between different children as well as variation in height over 

time for a single child. The outcome variable, y, is height. The predictor variable, t, is time. There is also a 

grouping variable, 𝑢𝑗, that is one for subject j and zero for all other subjects. The form for the LME model 

is then:  

 𝑦 = (𝑎 + 𝑏𝑗𝑢𝑗) + (α + βjuj)𝑡 + ε . (5.1) 

 

Here, 𝑎 and α are fixed effects regression coefficients that are constant across all subjects; 𝑏𝑗 and 𝛽𝑗 are 

random variations from 𝑎 and α for subject j; and ε is the residual. I used the ‘fitlme’ function implemented 

in MATLAB 2022a software (The MathWorks Inc., Natick, MA, USA) to perform the LME fit. The inputs in 
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the fit are the y and t data grouped by subject number. The outputs are the fitted fixed effects coefficients, 

𝑎 and α. In addition, the function calculates a p-value for the comparison of whether the fixed effects 

coefficients are different from zero. The p-values are calculated based on the assumption that the fit 

residuals are normally distributed.   

For my research, I modeled the variation of cerebral hemodynamic metrics (e.g., cerebral blood 

flow, oxygen extraction fraction) with time during and after cardiopulmonary bypass. To assess changes 

in cerebral blood flow (CBF) during cardiopulmonary bypass, for example, I defined 

 
𝛥𝑟𝐶𝐵𝐹 =  (

𝐶𝐵𝐹

𝐶𝐵𝐹0
− 1) × 100% , 

(5.2) 

where 𝐶𝐵𝐹0 is the baseline value prior to the initiation of cardiopulmonary bypass (CPB). By performing 

LME analysis of 𝛥𝑟𝐶𝐵𝐹 (i.e., the outcome variable) versus time on bypass (i.e., the predictor variable), I 

assessed whether CBF at the beginning of bypass was significantly different from baseline (i.e., whether 

the p-value for the intercept, 𝑎, in Equation 0.1 is < 0.05). I further assessed whether CBF was changing 

with increasing time on bypass (i.e., whether the p-value for the slope, α, in Equation 0.1 is <0.05).  

 To visualize the LME model, I plotted the linear regression line using the fixed effects slope and 

intercept, i.e., 𝑎 and α in Equation 0.1. This linear regression line describes the LME model’s prediction of 

the mean of the outcome variable across the population of subjects as a function of the predictor variable. 

On the same plot, I also plotted the 95% confidence interval of the mean, i.e., the probability is 95% that 

the true mean of the outcome variable across the population of subjects lies within this interval. Plotting 

the 95% confidence interval provides an indication of the spread of the population’s outcome variable. 

 While most of my LME models used time as the predictor variable, I also did some models to 

assess whether optically measured predictor variables were associated with other neurologic injury 

outcome variables (e.g., I modeled the microdialysis glycerol metric against the diffuse optical StO2 

metric). For these models, subject remained the grouping variable.   
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CHAPTER 6  

6. CARDIOPULMONARY BYPASS EXPERIMENTS 

Cardiopulmonary bypass (CPB) is the central clinical problem I address in this thesis. In children with 

severe congenital heart defects who require cardiac surgical interventions in the first weeks of life, CPB is 

used to provide blood flow and blood oxygenation to the body during cardiac surgery. Surgical and critical 

care advances in CPB and other treatments in the last three decades have improved survival to adulthood 

from <20% to >80%, but neurodevelopmental deficits remain common [110-112]. A key barrier hindering 

development of new therapies to reduce brain injury derives from the fact that the mechanisms causing 

injury are not fully understood. Prior work has suggested that the brain is at risk of injury during and in 

the acute periods after CPB [110,111,113-116]. Accordingly, there is great interest in improving CPB 

management to reduce risk of injury. Some important variables investigated include body temperature 

management, duration of CPB, and perfusion strategy [12,86,117-119]. Increasing duration of CPB, for 

example, has been associated with poor neurological outcomes [116]. To better understand the underlying 

risk factors for CPB-related injury, I have used diffuse optics to quantify cerebral hemodynamic and 

metabolic trends during and up to 24-hours post-CPB in a neonatal swine model. In addition, since 

profound changes in blood hematocrit (Hct; the red blood cell volume fraction in blood) commonly occur 

during and after CPB, my research has also assessed the impact of Hct changes on biomarker 

quantification with diffuse optical techniques. 

Specifically, I used frequency-domain diffuse optical spectroscopy (FD-DOS) and diffuse 

correlation spectroscopy (DCS) to measure cerebral tissue oxygen saturation (StO2), cerebral blood flow 

(CBF), cerebral oxygen extraction fraction (OEF), and cerebral metabolic rate of oxygen (CMRO2) during 

and after mild hypothermic CPB (wherein body temperature is cooled to 34 °C during CPB). Cooling the 

body is thought to protect the body from injury caused by reduced oxygen delivery and other adverse 
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conditions (discussed further below). In prior work, diffuse optics was deployed to quantify CMRO2 

reductions associated with moderate hypothermic CPB (body temperatures between 26 - 32 °C) and deep 

hypothermic CPB (body temperatures between 18-25 °C) [4,117,120]. Mild hypothermic CPB is an 

increasingly used alternative to deep hypothermic CPB because it shortens time on CPB (see below). 

CMRO2 during mild hypothermic CPB has never been monitored. This thesis also addresses knowledge 

gaps associated with hemodynamic and metabolic trends in the acute period after cessation of CPB, when 

secondary injury presents. Lastly, I showed that accounting for changing hematocrit is important for 

accurate diffuse optical quantification of blood flow and oxygen metabolism during/after CPB and in 

general. 

6.1 Background of Cardiopulmonary Bypass 

 CPB works as extracorporeal support. It is essentially an external heart and lung machine that 

provides oxygenation, controls blood flow, and diverts flow from the heart so that surgeons can operate 

on the heart. The CPB circuit is composed of four main parts: the reservoir (which contains additional 

blood volume), a pump (which controls the rate that blood is given to the patient), a heat exchanger (to 

manage patient temperature), and an oxygenator (to oxygenate the lungs before the blood is returned to 

the patient). A diagram of the CPB circuit is given in Figure 6.1.  

The patient is connected to the bypass circuit through cannula which are placed in the ascending 

aorta and the right atrium. In this set-up, the blood enters the arterial cannula and is perfused through 

the body before returning to the bypass circuit through the venous cannula, thus bypassing the heart and 

lungs. The cannula is made of polyvinylchloride (PVC) and is reinforced with wire to prevent kinking of the 

circuit. Since the CPB circuit exposes the patient to exogenous blood products and artificial surfaces, CPB 

can trigger a cascade of systemic inflammatory responses [121-125]. Plasticizers in the PVC that are used 

for flexibility are potentially toxic and can leach from the tubing, causing inflammation [126]. Gravity can 
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be used to drain the blood back into the reservoir; however, vacuum is often applied so that smaller 

cannula and tubing can be used, thereby reducing circuit volume and artificial surface area. 

 

Figure 6.1 CPB Schematic. During CPB, venous blood drains into a reservoir where it is then pumped into 

the oxygenator through a heat exchanger before returning to the arterial circulation of the 

patient.  

 The multiple components of the CPB circuit work in tandem to deliver oxygenated blood to the 

patient. The reservoir collects blood that drains from the venous subsystem and stores excess blood. The 

reservoir enables removal of any air that may have gotten entrained as blood is pulled from the bottom 

of the reservoir. Vacuum can also be applied to the reservoir to assist in drainage back from the patient. 

The oxygenator consists of a gas exchange membrane of hollow microporous polypropylene fibers. This 

permits exchange of oxygen and carbon dioxide between the blood and the gas mixture. The heat 

exchanger typically flows counter-current to the blood flow, with the cooling or heating fluid (typically 

water) flowing in opposite directions within separate channels of the heat exchanger. This enables a 

patient to be cooled to hypothermic conditions during CPB procedures. 

A risk factor for injury during CPB is the development of or dangerously low hematocrit levels 

(hematocrit is the red blood cell volume fraction in blood) or hemodilution [126-128]. Hemodilution can 

occur due to circuit priming (e.g., the CPB reservoir and plastic tubing increase the volume that blood 
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needs to fill, which can lower hematocrit), blood loss, IV fluid injection, and the use of plasmalyte to 

increase blood volume. To prevent its occurrence, hematocrit levels between 28-30% are targeted [126].  

Another complication that can occur during CPB is blood clotting. The exogenous surfaces in the 

bypass circuit increase the risk of developing life-threatening blood clots. Patients on CPB are given  

heparin to promote anticoagulation, but, unfortunately, heparin also increases the risk of blood loss from 

bleeding. To manage this tradeoff during CPB, the activated clotting time (ACT) is monitored via IV blood 

sampling. After decannulation, heparin is reversed with the administration of protamine.   

6.2 Hypothermia 

Hypothermia is generally believed to reduce metabolism in the brain. While this effect is typically realized, 

it is not the only factor that improves neuroprotection [64]. There is some evidence, for example, that 

hypothermia reduces release of excitotoxic neurotransmitters, mitigates disruption of the blood-brain-

barrier, and slows inflammatory responses [15].Together, all of these factors provide the patient with 

neurological protection; thus, hypothermia is one of the most robust neuroprotectant strategies in use 

[15]. Hypothermia is employed in a variety of clinical settings including cardiac surgery, stroke, and after 

cardiac resuscitation [13-15].  

My focus is on the cerebral hemodynamic and metabolic effects of hypothermia during CPB. It is 

currently unclear per whether mild hypothermic CPB (MH-CPB) (34°C) or deep hypothermic CPB (DH-CPB) 

(18°C) is better for patients. DH-CPB has traditionally been used, but the use of MH-CPB has recently 

grown because MH-CPB requires less time on CPB, which possibly reduces the risk of injury [16]. Important 

questions remain unresolved about whether MH-CPB reduces cerebral metabolic demand and provides 

adequate neuroprotection to prevent neurological injuries acquired from CPB surgeries. Herein I use 

diffuse optics concurrently with cerebral microdialysis to probe the influence of mild hypothermic CPB on 

oxygen delivery/metabolism, and to assess neurologic injury. 
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6.3 Preclinical Swine Model Experiment 

My experiments utilize a neonatal swine model. Specifically, I used diffuse correlation spectroscopy (DCS), 

frequency-domain diffuse optical spectroscopy (FD-DOS), and cerebral microdialysis methods to 

continuously monitor cerebral hemodynamic and metabolic changes associated with: a) the initiation of 

MH-CPB, b) the increase of MH-CPB time, and c) the acute time periods after MH-CPB. I also monitor 

elevations in the cerebral microdialysis lactate-pyruvate ratio (LPR) and glycerol metrics are biomarkers 

of metabolic distress and injury (see Chapter 4). Lastly, mitochondrial respirometry and histopathology 

analysis (see Sections 4.4 and 4.5) were performed on cerebral tissue collected after euthanasia to assess 

mitochondrial function and neurologic injury. In combination, the optical and invasive neuromonitoring 

promise to aid understanding of the physiologic mechanisms of injury during and after MH-CPB.  

My experiments also show the importance of correcting for changing hematocrit levels in diffuse 

optical quantification of blood flow and oxygen metabolism during CPB. This work uses the model derived 

in Chapter 2. Specifically, I found that if the hematocrit correction is not made, then the reported oxygen 

metabolism change (based on diffuse optics metrics) at the onset of MH-CPB is not physiological. 

6.3.1 Materials and Methods 

Non-invasive FD-DOS/DCS monitoring and invasive cerebral microdialysis sampling were conducted in 

one-week-old, female Yorkshire swine. Subjects were placed on MH-CPB for three hours. A subset of 

animals was decannulated and randomized to different survival durations post decannulation. Survival 

durations were either eight, twelve, eighteen or twenty-four hours. Survival timepoints were selected to 

examine temporal changes in mitochondrial respiration and histopathological outcomes in the brain 

following MH-CPB. Remaining animals were euthanized following three hours of CPB support. An 

overview of the procedure timeline can be seen in Figure 6.2. All animal care and procedures were 
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approved by our Institutional Animal Care and Use Committee in accordance with the National Institutes 

of Health Guide for the Care and Use of Laboratory Animals. 

 

Figure 6.2 Survival study timeline. Optical metrics were continuously collected. Microdialysis was 

episodically collected every 20 min during CPB and every 60 min during the survival periods. 

Blood gas samples were collected every 1 hour during CPB and every 3 hours during the survival 

periods. Statistical analysis was performed using three linear mixed effects models looking at 

three distinct periods: mild hypothermic cardiopulmonary bypass (CPB), hyper-acute survival, 

and acute survival. The intercepts from these models show the initial changes from baseline for 

each period, while the slopes indicate the trends during each period. 

Induction and Sedation. Subjects were anesthetized with intramuscular injection of ketamine (30 

mg/kg) and inhaled isoflurane (titrated between 1-2.5% to ensure absence of withdrawal response to toe 

pinch) before intubation. After intubation, ventilation was maintained by volume control at a tidal volume 

of 10-12 mL/kg, a positive end-expiratory pressure of 5 cmH2O, an inhaled fraction of oxygen (FiO2) of 

21%, and a respiratory rate titrated to an end-tidal CO2 of 38-42 mmHg. Venous and arterial access were 

established in the right femoral vein and artery, allowing for intravenous anesthetic infusions of fentanyl 
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(25-200 μg/kg/min) and dexmedetomidine (0.5-2 μg/kg/min). These were titrated such that the piglet had 

no withdrawal response to toe pinch with 1-1.5% inhaled isoflurane. 

Monitor Placement and Baseline Acquisition. After anesthetic and respiratory stabilization, 

physiologic monitors were placed. Neuromonitoring consisted of a non-invasive optical probe and an 

invasive microdialysis catheter. The optical probe was sutured onto the left forehead and allowed 

continuous FD-DOS and DCS measurements (shown in Figure 6.3 The cerebral microdialysis probe was 

inserted into the right frontal cortex (CMA 70 Elite, mDialysis, Sweden) at a depth of about 1-1.5 cm into 

the brain parenchyma. The left femoral artery and vein were used for continuous arterial pressure 

monitoring and central venous access for medication delivery and blood gas sampling. After placement of 

all monitoring devices, physiologic data was continuously acquired for a “baseline” period of five minutes 

during which changes in medication, ventilation, and physical manipulations were halted; this approach 

provided an accurate measurement of the subject before MH-CPB. To maintain as much homogeneity as 

possible across subjects prior to MH-CPB, inhaled oxygen was kept at room air, MAP was kept between 

45-65 mmHg (i.e., via venous infusions of milrinone, nitroglycerin and/or nicardipine), and the end-tidal 

CO2 was kept between 38-42 mmHg. 
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Figure 6.3 Neuromonitoring placement. Placement of invasive, microdialysis neuromonitoring on the 

right hemisphere and noninvasive, optical neuromonitoring on the left hemisphere.  

Initiation of Cardiopulmonary Bypass. After the baseline measurement, a heparin bolus of 4000 

IU was given to the subject to prevent clot formation during cannulation. Cannulation was initiated after 

the activated clotting time (ACT) was > 450 seconds in alignment with institutional practice. Cervical 

cannulation was performed with placement of an 8 Fr arterial cannula in the right carotid artery and a 10 

or 12 Fr venous cannula in the right external jugular vein. Following cannulation, CPB was initiated, and 

inhaled isoflurane administration was ceased as 1% isoflurane was given through the CPB circuit. 

Throughout the three-hour duration of CPB, flow rates were kept above 100 mL/kg/min, heparin infusion 

was titrated to maintain an ACT above 450 seconds. The CPB circuit was titrated to ensure a partial 

pressure of arterial oxygen (PaO2) > 250 mmHg and MAP between 45-65 mmHg. Hematocrit was 

maintained above 28% by hemoconcentration with additional donor blood. Mechanical ventilation was 

maintained throughout CPB with respiratory rate reduced to 10 breaths per minute for lung maintenance. 

Immediately after bypass initiation, subjects were cooled at a rate no greater than 1 °C/min over 

a 20-minute period to mild hypothermia (34 °C). Subjects were maintained at 34 °C for 140 min. Twenty 
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minutes before the end of the three-hour CPB period, subjects were rewarmed at a rate no greater than 

1 °C/min to normothermia (37 °C).  

Decannulation and Post-Operative Survival. After three hours of CPB, the flow rate was reduced 

to zero and animals designated a priori for survival were decannulated. Immediately after CPB cessation, 

protamine was administered at 1 mg per 100 IU heparin that was given throughout the CPB period, based 

on current clinical guidelines, to reverse the anticoagulatory effects of heparin. The right carotid and 

jugular vessels were ligated, and vent settings were returned to pre-CPB values. Isoflurane was not 

immediately used after MH-CPB, however it was restarted if there was a response to toe pinch; fentanyl 

and dexmedetomidine infusions continue throughout the survival period. Animals continued to receive 

mechanical ventilation, intravenous sedation, and vasoactive support to sustain a MAP of 45-65 mmHg 

and an end-tidal CO2 between 38-42 mmHg.  

After decannulation, animals were continuously monitored for zero, eight, twelve, eighteen, or 

twenty-four hours prior to euthanasia (via a bolus injection of potassium chloride). 

Diffuse Optical Neuromonitoring. A customized, commercial FD-DOS instrument (Imagent, ISS Inc., 

Champaign, IL, USA) was used to continuously measure optical properties of cortical brain tissue (seen in 

Figure 6.4). Twelve intensity modulated (110 MHz) diode laser sources (four 690, four 725 and four 

830nm) and one photomultiplier tube detector housed in the instrument were coupled via optical fibers 

to the head probe (with source-detector separations of 0.7, 1.2, 1.7 and 2.2 cm). Absolute absorption and 

scattering coefficients were calculated using multi-distance fits of the AC intensity and phase data [4]. 

Cerebral oxy- and deoxy-hemoglobin concentrations ([HbO2] and [Hb], respectively, in μmol/L) were 

quantified from tissue absorption and scattering coefficients using chromophore extinction coefficients, 

as previously described  in Section 2.5 (note, cerebral tissue water volume fraction was assumed to be 

75%) [4]. From the oxy- and deoxy-hemoglobin measurements, tissue oxygen saturation (StO2) was 
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calculated as [HbO2] / [HbO2] + [Hb]. As detailed in Section 4.3, oxygen extraction fraction (OEF) was 

derived from StO2 and blood gas measurement of the arterial concentration of oxygen (CaO2) using 

Equation (4.6), and cerebral blood volume (CBV) was derived from FD-DOS measurements of total 

hemoglobin concentration and blood gas measurements of blood hemoglobin concentration (Equation 

(2.37)). Note that during MH-CPB, free arterial oxygen dissolved in the blood is not negligible, and we 

accounted for this in the computation of OEF.   

 

Figure 6.4 Image of assembled instrument used. A customized, commercial FD-DOS Imagent and a lab-

built DCS instrument are housed in a single cart and coupled to the same optical probe for 

integrated measurements.  

 DCS instrumentation (discussed in Section 3.2) was integrated into the same optical probe as FD-

DOS permitting co-located measurements as previously described [4,30]. DCS measurements were made 

using a source-detector separation of 1.7 cm. The source was a continuous-wave, long-coherence, 785 

nm laser (Custom iBeam smart WS, TOPTICA). Two single-mode detection fibers were coupled to single-
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photon-counting avalanche photodiodes (SPCM-AQ4C, Excelitas Technologies, Corp.). The 𝑔2(𝜏) curve 

was sampled at 20 Hz and averaged over 5 seconds (100 points). From this data estimations of tissue 

blood flow (blood flow index, BFI), as well as the value of 𝛽 in the Siegert relation were derived.  

During analysis, large fluctuations in 𝛽 can result from measurement artifacts (e.g., motion and 

laser instabilities); such artifacts were observed in some animals. To account for this, we averaged the g2 

curve across the entire baseline period; BFI and 𝛽 were numerically derived by fitting the g2 curve to the 

semi-infinite solution of the correlation diffusion equation [30]. The tissue absorption and reduced 

scattering coefficients at 785 nm estimated from concurrent FD-DOS measurements (i.e., via [HbO2], [Hb], 

and a Mie scattering model [129]) were inputs in the DCS fit. 

  Throughout the experiment, we filtered out measurement instabilities by removing time-points 

where the estimated 𝛽 (the first three points of the 𝑔2(𝜏) curve) was less than 0.03 of the averaged, fit 𝛽 

value during baseline. For measurements after the baseline period, 𝛽 was fixed at the value calculated 

during the baseline period. Cerebral blood flow (CBF) was derived from BFI using the equation we derived 

in Chapter 2 that accounted for changes in hematocrit, the FD-DOS measurement of the reduced 

scattering coefficient at 785 nm, and the blood gas measurement of hematocrit using Equation (2.59). 

Finally, cerebral metabolic rate of oxygen (CMRO2) was calculated from CaO2, OEF, and CBF using Equation 

(2.61) in Chapter 2. A summary of diffuse optical metrics calculations is shown in  

Figure 6.5.  
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Figure 6.5 Summary of optical metrics used. 

Cerebral Microdialysis. Sterile saline was perfused at 1µL/min for at least 30 minutes for 

equilibration before a baseline collection. Invasive cerebral microdialysis samples were collected at 

baseline (prior to CPB), in twenty-minute time intervals during CPB, and in sixty-minute time intervals 

during the survival period after decannulation. From these samples, the concentrations of pyruvate, 

lactate, glucose, and glycerol were measured using an automated ISCUS Flex™ Microdialysis Analyzer 

(CMA 71 Elite, mDialysis, Stockholm, Sweden), and data was processed using the associated LABpilot 

software. Data was excluded if it fell outside of the measurable range specified by the microdialysis 

analyzer (i.e., Lactate less than 100 μM or greater than 12,000 μM; Pyruvate less than 2 μM or greater 

than 300 μM; Glycerol less than 10 μM or greater than 1500 μM; Glucose less than 0.1 mM or greater 

than 25). 

Blood Gas Collection. We collected arterial blood gas samples at baseline, once every hour during 

the bypass period, and once every three hours during the survival period (Fig 1). Immediate analysis of 

blood gas samples was completed using a blood gas analyzer (GEM 3000, Instrumentation Laboratory). 

Mitochondrial Respirometry. An Oroboros O2k FluoRespirometer was used for the measurement 

of respirometry data as previously discussed in Section 4.4. The samples for this test were harvested from 
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the left cortex after subjects were euthanized. This technique enables detection of dysfunctional or 

damaged mitochondria, which can then be compared to results from the optical data.   

Histopathology. Five mm coronal sections of the right hemisphere were collected after euthanasia and 

fixed for histopathological analysis. This permitted the examination of glial fibrillary acidic protein (GFAP) 

and ionized calcium-binding adaptor protein-1 (IBA-1) as measures of microglial activation and nodule 

formation, respectively as described in Section 4.5.  

Statistical Analysis. Statistical analyses were carried out using MATLAB 2022a (The MathWorks 

Inc., Natick, MA, USA). All statistical tests were two-sided, and a p-value < 0.05 was used to deem 

significance. Summary statistics are presented using medians and interquartile ranges.  

First, we assessed the average impact of MH-CPB on MAP, arterial blood gas metrics, cerebral 

optical metrics, and cerebral microdialysis biomarkers. For each animal in the cohort and for each 

measurement parameter, we computed the mean across the baseline period (i.e., the 5-minute window 

just prior to CPB cannulation) and the mean across the MH-CPB period (i.e., the 140-minute window of 

constant temperature and CPB flow rate). Wilcoxon signed-rank tests were then used to assess differences 

between the baseline and MH-CPB periods. Of particular interest from these assessments was whether 

MH-CPB was accompanied by decreased CMRO2 and CBF.  

Next, we used linear mixed effects regression analyses to investigate the presence of linear 

temporal trends in MAP, Hct, CaO2, cerebral optical metrics, and cerebral microdialysis biomarkers for 

each experimental period after baseline (e.g., MH-CPB, survival). Prior to performing the regressions, 

MAP, Hct, CaO2, and cerebral optical metrics were first block averaged across time windows that 

corresponded to each microdialysis sampling period (i.e., across 20-minute windows prior to microdialysis 

collection during CPB, and across 60-minute windows prior to microdialysis collection during survival; see 

Figure 6.2). Regressions were then performed on the relative changes of each parameter from baseline. 
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The relative changes were computed using Eq. (5.2) from Section 5.2. The linear mixed-effects analyses 

of temporal trends include random slope and intercept effects to account for within-subject correlation 

of repeated measures. Linear fits versus time for each parameter were performed during a) mild 

hypothermic CPB (20-160 min during CPB); b) hyper-acute survival (0-8 hours post decannulation); and c) 

acute survival (8-24 hours post decannulation) as shown in Figure 6.2. The cooling (0-20 min CPB) and 

rewarming (160-180 min CPB) periods were excluded due to the non-linear effects of temperature 

change. Note, we sought to differentiate the hyperacute and acute survival periods based on the 

hypothesis that the linear trends are different immediately after decannulation than they are at a longer 

time after decannulation. The eight-hour post decannulation timepoint used to divide the hyperacute and 

acute survival periods was selected based on a sensitivity analysis that is described in detail in Appendix 

6.5.3. 

For each linear model, the p-value of the y-intercept tests whether the percentage change from 

baseline significantly differs from 0 at the start of each experimental period, and the p-value of the slope 

tests whether there is a significant change in the parameter during the experimental period. 

For data collected after euthanasia (i.e., respirometry and pathology), only a single data point is 

obtained for each subject, thus a linear mixed effects model is not appropriate. In these cases, an analysis 

of variance (ANOVA) was performed using MATLAB 2022a to determine if there is a statistical difference 

between groups.  

6.3.2 Results during and after MH-CPB 

Twenty-eight piglets (3.5-5.5 kg) were successfully placed on CPB for 3 hours and maintained at 34oC for 

140 minutes. In 19/28 animals, CPB support was discontinued, animals were decannulated, and 

randomized to eight (n=5), twelve (n=5), eighteen (n=4) or twenty-four (n=5) hours of monitoring post-

decannulation. The remaining nine animals were euthanized following three hours of CPB support.   
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Continuous FD-DOS measurements of wavelength-dependent tissue optical absorption and 

scattering coefficients, and continuous DCS measurements of blood flow index were successfully collected 

throughout the MH-CPB period as well as the survival period in all animals. Overall, an average of 7% of 

DCS data was excluded from the MH-CPB period and about 4% were excluded from the survival period.  

One animal did not have blood gas analysis due to equipment malfunction, limiting the possibility 

for hematocrit corrected optical measurements; therefore, no blood gas data or optical properties 

requiring blood gas data are included in the analysis for this animal. One animal did not have MD collection 

for the first hour of experiment due to battery failure in the MD pump. Additionally, MD data was not 

included if it fell above or below the limits set by mDialysis software. This meant that during the bypass 

period, only 78% (n=173) of glucose values, 83% (n=183) of glycerol values and 78% (n=172) of LPR values 

were included, and during the survival period, only 75% (208) of glucose values, 95% (n=262) of glycerol 

values and 91% (n=250) of LPR values were included. Of the removed data, 13% were below the detection 

limit while 4% were above the threshold limit of the mDialysis software. 

Mild Hypothermic Cardiopulmonary Bypass (MH-CPB) Period. The means of each parameter 

across the baseline period and across the MH-CPB period were compared. Summary results and statistics 

are listed in Table 1, and all differences between parameters reported in-text reflect the relative change 

in the parameter as a percentage of baseline (i.e., Equation (5.2)). We observed a large increase in 

hematocrit (+48%, p<0.001) during MH-CPB. This increase in hematocrit, as well as a modest increase in 

SaO2 (+2.6%, p<0.001), produced a substantial increase in CaO2 (+61%, p<0.001). In addition, OEF (-12%, 

p<0.001) and CBF (-22%, p=0.03) decreased, and StO2 (14%, p<0.001) increased during the MH-CPB 

period. Interestingly, there was no change from baseline in CMRO2 during MH-CPB (p=0.8). There were 

also no changes in the microdialysis injury biomarkers. 
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Table 6.1 Summary statistics of baseline and bypass periods. 

Modality Parameter Baseline  Mild Hypothermic CPB p-value 

 
Length (cm) 37 (36, 38), (n=27) - - 

Weight (kg) 4.3 (4.1, 4.5), (n=28) - - 

 MAP (mmHg) 61 (54, 71), (n=28) 63 (57, 71), (n=28) 0.3 

Blood Gas 

Hct (%) 23 (21, 27), (n=28) 34 (33, 36), (n=28) <0.001 

CaO2  11 (9, 12), (n=27) 16 (15, 16), (n=27) <0.001 

SaO2 (%) 97 (97, 98), (n=27) 100 (99.9, 100), (n=27) <0.001 

paO2 (mmHg) 91 (84, 96), (n=28) 257 (239, 270), (n=28) <0.001 

Glucose (mg/dL) 105 (80, 117), (n=28) 152 (121, 187), (n=28) <0.001 

Lactate (mmol/L) 1.2 (1, 1.6), (n=28) 2.2 (1.7, 2.9), (n=28) <0.001 

Optics 

StO2 (%) 54 (50, 56), (n=28) 60 (57, 64), (n=28) 0.001 

OEF (%) 62 (57, 66), (n=27) 55 (50, 59), (n=27) 0.002 

rCBF (%) 100, (n=28) 63 (37, 89), (n=28) 0.002 

rCMRO2 (%) 100, (n=27) 88 (58, 132), (n=27) 0.4 

CBV (μL/g brain tissue) 56 (51, 68), (n=28) 48 (41, 53), (n=28) <0.001 

THC (μM) 71 (65, 83), (n=28) 83 (79, 92), (n=28) <0.001 

Microdialysis 

LPR 17 (15, 20), (n=20) 16 (12, 21), (n=26) 0.12 

Glycerol (μM) 21 (17, 31), (n=21) 22 (18, 24), (n=28) 0.7 

Glucose (μM) 12 (8, 19), (n=20) 11 (6, 15), (n=27) 0.17 

Summary parameters are reported as median (IQR). Reported p-values are associated with Wilcoxon 
Sign-Rank tests between Baseline and MH-CPB period for each parameter. MAP = mean arterial 
pressure, Hct = hematocrit, CaO2 = arterial concentration of oxygen, SaO2 = arterial blood-oxygen 
saturation, paO2 = partial pressure of oxygen in the arterial blood, StO2 = tissue oxygen saturation, 
OEF = oxygen extraction fraction, rCBF = relative cerebral blood flow, rCMRO2 = relative cerebral 
metabolic rate of oxygen, CBV = cerebral blood volume, THC = total hemoglobin concentration, LPR = 
lactate-pyruvate ratio. 

We next investigated temporal trends in the measured systemic and cerebral physiologic 

parameters during MH-CPB (Table 2). OEF decreased from baseline at the start of MH-CPB (-12%, p<0.001) 

and then increased with time (+1.9%/h, p<0.001). This finding was mirrored by CBV, i.e., CBV decreased 

from baseline at the initiation of MH-CPB (-21%, p<0.001) and then increased with time (+2.1%/h, 

p=0.011). Interestingly, the trends in CBF did not mirror CBV; CBF initially decreased at the start of MH-

CPB (-22%, p=0.03), but then it decreased further with time (-5.4%/h, p=0.03). The initial CMRO2 at the 

start of MH-CPB was not different from baseline, and CMRO2 decreased with time thereafter (-6.2%/hr, 

p=0.02). Note, the CMRO2 decrease with time was not sufficient to cause the mean CMRO2 across MH-

CPB to be significantly different from baseline (see Table 6.1 analysis). In total, these results demonstrate 



86 

 

that MH-CPB has both an acute (immediate) and sustained impact on cerebral physiology. However, no 

significant changes in cerebral microdialysis biomarkers were observed. 

Table 6.2 Trends during the mild hypothermic cardiopulmonary bypass (MH-CPB) period.  

Parameter LME y-intercept LME Slope 

 Value (%) 95% CI p-value Value (%/h) 95% CI p-value 

ΔrMAP +8 (-2. 18) 0.1 -1.0 (-4.1, 2.2) 0.6 

ΔrHCT +54 (43, 64) <0.001 -2.1 (-5.0, 0.7) 0.14 

ΔrCaO2 +61 (49, 72) <0.001 -1.5 (-4.4, 1.4) 0.3 

ΔrStO2 +14 (8, 19) <0.001 -1.5 (-3.1, 0.2) 0.08 

ΔrOEF -12 (-17, -7) <0.001 +1.9 (0.1, 3.7) 0.04 

ΔrCBF -22 (-42, -2) 0.03 -5.4 (-10.2, -0.5) 0.03 

ΔrCMRO2 +3 (-18, 24) 0.8 -6.2 (-11.5, -1.0) 0.02 

ΔrCBVHct -21 (-26, -16) <0.001 +2.1 (0.49, 3.7) 0.011 

ΔrTHC +19 (15, 22) <0.001 +0.86 (-0.49, 2.20) 0.2 

ΔrLPR +48 (-37, 134) 0.3 -24 (-64, 16) 0.2 

ΔrGlycerol 9 (-196, 215) 0.9 +48 (-83, 178) 0.5 

ΔrGlucose +47 (-25, 120) 0.2 -18 (-57, 21) 0.4 

Results of the univariate linear mixed effects (LME) models during MH-CPB accounting for within-
subject correlation of repeated measures. 95% CI is the 95% confidence interval for the stated fixed-
effect coefficient in the linear mixed-effects model. Significant p-values are bolded for clarity. 

Impact of Hct Changes on CBF Measurements. We observed a substantial effect on diffuse optical 

quantification of CBF and CMRO2 after accounting for hematocrit changes (Figure 6.6). During MH-CPB, 

uncorrected CBF did not differ from baseline; however, after correction, CBF was significantly lower than 

baseline (as reported above). A similar downwards shift was observed in CMRO2; uncorrected CMRO2 

increased significantly from baseline (+50%) at the start of MH-CPB, but after correction, no significant 

difference was observed. The correction did not impact the direction of significant temporal trends. Both 

corrected and uncorrected CBF and CMRO2 demonstrated a significant decrease with increasing MH-CPB 

time. Notable, the corrected values are much more physiologically sensible that the uncorrected values, 

especially CMRO2. 



87 

 

 

Figure 6.6 Impact of Hematocrit on Blood Flow and Oxygen Metabolism During Mild-Hypothermic 

Cardiopulmonary Bypass (MH-CPB). Linear mixed effects regression analyses of percent changes 

from baseline in (a) hematocrit (Hct), (b) arterial concentration of oxygen (CaO2), (c) cerebral 

blood flow (CBF), and (d) cerebral metabolic rate of oxygen (CMRO2) during the 140 minutes of 

MH-CPB. The linear fit (solid lines) and 95% CI (shaded regions) across the 28 swine are shown in 

all plots. In panel (c), CBF was derived in two ways: 1) from DCS measurements assuming 

constant Hct (blue line), and 2) from DCS measurements, blood gas Hct measurements, and FD-

DOS scattering measurements using equation 8 (red line). In panel (d), CMRO2 was derived from 

Equation (2.61) using 1) the constant Hct CBF measurements (blue line), and 2) the “Hct 

corrected” CBF measurements (red line).  

Hyper-Acute and Acute Survival Period. In the animals that were monitored after cessation of CPB 

support (i.e., after decannulation), the trends in measured systemic and cerebral physiologic parameters 

were analyzed from zero to eight hours post decannulation and from eight to 24 hours post 

decannulation. These timepoints were chosen because we observed that some of the parameters, 
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(ΔrStO2, ΔrOEF, ΔrCBF, ΔrCMRO2, ΔrTHC, ΔrGlycerol) returned, or started to return, to baseline values 

during the twenty-four-hour survival period (Figure 6.7).  

 
Figure 6.7 Linear Mixed Effects Models for ΔrOEF, ΔrCBF, ΔrTHC and ΔrGlycerol. 

Summary results of the piecewise linear mixed effects models for the two periods are listed in 

Table 6.3 and Figure 6.7. A significant elevation in glycerol was observed at the beginning of the “hyper-

acute” survival period (0-8 hours post-CPR; +58%, p=0.002), but glycerol levels returned to baseline in the 

later “acute” survival period (8-24 hours post-CPB). Diffuse optical parameters also demonstrated 

disparate trends between hyper-acute versus acute survival periods. Specifically, trends during the hyper-

acute period matched the trends during the MH-CPB period discussed, i.e., OEF increased while CBF and 

CMRO2 decreased over time. In the subsequent acute survival period, however, significant temporal 

changes were no longer present in all the variables except CBF, which increased over time. The increases 
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observed during MH-CPB in both hematocrit and CaO2 were sustained throughout the hyper-acute and 

acute survival periods; both parameters remained significantly higher than baseline. No significant 

elevation of metabolic distress biomarker (LPR) was observed. 

Table 6.3 Trends during the hyper-acute (0-8 h) and acute (8-24 h) survival periods.  

Parameter Time Post 
Decannulation 

LME y-intercept LME Slope 

 Value (%) 95% CI p-value Value (%/h) 95% CI p-value 

ΔrMAP 0-8 h +12 (-5, 29) 0.2 +0.6 (-1.2, 2.4) 0.5 
8-24 h +13 (1, 24) 0.03 -0.0 (-0.1, -0.0) <0.001 

ΔrHct 0-8 h +53 (50, 55) <0.001 -0.3 (-1.2, 0.7) 0.6 
8-24 h +50 (48, 53) <0.001 -0.2 (-0.5, 0.0) 0.09 

ΔrCaO2 0-8 h +60 (49, 71) <0.001 -0.5 (-0.6, -0.4) <0.001 

8-24 h +56 (45, 67) <0.001 -0.5 (-0.7, -0.4) <0.001 

ΔrStO2 0-8 h +7 (2, 11) 0.003 -1.0 (-1.4, -0.6) <0.001 

8-24 h -1 (-5, 2) 0.4 -0.1 (-0.7, 0.6) 0.9 
ΔrOEF 0-8 h -2 (-7, 3) 0.4 +0.9 (0.5, 1.4) <0.001 

8-24 h +6 (1, 10) 0.009 0.0 (-0.8, 0.8) 0.9 
ΔrCBF 0-8 h -28 (-42, -14) <0.001 -2.1 (-3.6, -0.7) 0.004 

8-24 h -44 (-56, -33) <0.001 +0.7 (-0.0, 1.4) 0.05 
ΔrCMRO2 0-8 h +8 (-10, 27) 0.4 -3.0 (-5.0, -0.9) 0.004 

8-24 h -13 (-27, 1) 0.05 +0.6 (-0.1, 1.3) 0.1 
ΔrCBV 0-8 h -20 (-28, -11) <0.001 -1.0 (-1.5, -0.5) <0.001 

8-24 h -28 (-38, -18) <0.001 0.0 (-0.5, 0.5) 0.95 
ΔrTHC 0-8 h +19 (11, 26) <0.001 -1.8 (-2.5, -1.1) <0.001 

8-24 h +4 (-6, 14) 0.4 -0.1 (-0.7, 0.5) 0.8 

ΔrLPR 0-8 h -5 (-40, 29) 0.8 +5.0 (-0.7, 10.7) 0.08 
8-24 h +2 (-39, 43) 0.9 +4.0 (-11.7, 19.6) 0.6 

ΔrGlycerol 0-8 h +48 (7, 89) 0.02 +9.3 (-14.7, 33.3) 0.4 
8-24 h +25 (-15, 64) 0.2 -2.0 (-8.0, 4.1) 0.8 

ΔrGlucose 0-8 h -0 (-94, 93) >0.99 +2.1 (-21.6, 25.8) 0.9 
8-24 h +60 (-101, 221) 0.5 -2.0 (-8.0, 4.1) 0.5 

Results of the univariate linear mixed effects models for optical parameters versus time post MH-CPB. 
The survival period was split into two phases, hyper-acute and acute survival, separated at eight 
hours post-decannulation (the eight-hour time point choice is justified in supplemental material). 

6.3.3 Discussion 

In this study we characterized the effects of MH-CPB on cerebral physiological parameters quantified non-

invasively by diffuse optics and invasively by cerebral microdialysis in a neonatal swine model. A novel 

aspect of our optical study was the implementation of hematocrit corrections in the quantification of 



90 

 

cerebral oxygen metabolism; these corrections were important because hematocrit varied substantially 

in this study. Overall, mild-hypothermia did not reduce cerebral metabolism during cardiopulmonary 

bypass in this model. An elevation in cerebral glycerol, a biomarker of injury, was observed in the first 

eight hours following MH-CPB; however, this did not correspond to elevation in biomarkers of metabolic 

distress; thus, its elevation indicates an alternate, possible inflammatory, origin of injury. This injury may 

be associated with temporal changes of optically-measured cerebral metabolic parameters during MH-

CPB that also persisted for eight hours following MH-CPB. Our results suggest that, during this hyper-acute 

period, the brain may be at increased vulnerability to secondary insults.   

Improved Quantification of CMRO2: Impact of Hematocrit. In many clinical settings, substantial 

changes in hematocrit occur that can influence interpretation of diffuse optical CBF and CMRO2 

measurements. We observed a significant increase in hematocrit at the start of MH-CPB (+54% relative to 

baseline) which remained high throughout the entire 24-hour survival window. In addition to CPB 

procedures, hemoconcentration occurs with extracorporeal membrane oxygenation (another form of life-

support) and with blood transfusions. Hematocrit levels can also be altered when there is severe blood 

loss, or when an excess of fluids is given to treat severe dehydration. In all these scenarios, utilization of 

an optical CBF and CMRO2 that accounts for hematocrit fluctuations is important for accurate 

characterization of longitudinal changes. 

Using conventional DCS approaches that did not account for hematocrit changes (i.e., 𝐶𝐵𝐹 ∝

𝐵𝐹𝐼), we observed a +2% increase in CBF at the start of MH-CPB compared to baseline. The effect of 

hematocrit on CBF quantification has been examined previously via experimental and theoretical work 

with conflicting results [22,23]. When effects of increasing hematocrit were examined in vitro, 

Sathilaingam, et al. found that DCS measured CBF decreased with increasing red blood cell concentration 

in their phantom models; specifically the deduced the relationship: 𝐶𝐵𝐹 ∝  𝐵𝐹𝐼 (1 − 1.8 × 𝐻𝑐𝑡)⁄  [22]. 
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We explored the use of this correction as well as the one discussed above. Note, this correction (to lowest 

order) will be proportional to Hct rather than inversely proportional (as is the case for our primary model). 

Using the correction from [22], we obtained a 75% increase in CBF from baseline and a 145% increase in 

CMRO2 from baseline at the beginning of MH-CPB. This sustained increase in CBF was deemed non-

physiologic as it would result in hyperemic injuries (edema and/or hemorrhage) that were not observed 

[130-132]; similarly, the enormous increase of CMRO2 was also non-physiologic. By contrast, our approach 

(which ultimately derives from the model of Boas, et al. that gave 𝐶𝐵𝐹 ∝  𝐵𝐹𝐼 𝐻𝑐𝑡⁄  [23]) generated a 

plausible decrease in CBF at the onset of MH-CPB (-22%). A reduction of CBF with reduction in 

temperature has been reported during hypothermic CPB [4,120]. Overall, our approach gave biomarker 

metrics that are consistent with physiologic expectations. Future work is needed to understand the origin 

of the discrepancies of our approach compared to approach based on the in vitro measurements, but this 

is beyond the scope of my present research. (For example, it might be that some of the parameters in the 

relation between CBF and BFI (Equation (2.59)) assumed constant herein, such as 𝛼𝑠ℎ𝑒𝑎𝑟 and 𝑣𝑜𝑙𝑅𝐵𝐶, are 

altered with hemoconcentration in the in vitro model.) 

In addition to influencing CBF estimations, proper accounting for hematocrit and the free 

dissolved oxygen content also impacted characterization of changes in CaO2 and OEF parameters in the 

overall estimation of CMRO2. Had we neglected changes in PaO2, Hct and CaO2 from baseline, as in prior 

work, then our data analysis would have generated a significant underestimation of the contributions of 

CaO2 and OEF during CPB. With this oversimplification, we obtained a significant increase in CaO2 (+61%) 

and a reduction in OEF (-12%) at the start of MH-CPB. Moreover, combining these parameters with 

uncorrected CBF estimations resulted in a 53% increase in CMRO2 from baseline at the start of MH-CPB 

that does not agree with physiologic estimations of the effects of hypothermia [117,120,133]. However, 
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using Fick’s law with the proper corrections, the CMRO2 values at the start of MH-CPB did not significantly 

differ from baseline at the start of MH-CPB. 

As noted above, in the future, additional validation of our novel approach against gold standard 

measurements of CBF and CMRO2 is desirable.  

Effects of Mild-Hypothermic Cardiopulmonary Bypass. As discussed above, we did not observe a 

significant reduction in CMRO2 at the start of MH-CPB; this finding contrasts with our hypothesis that mild 

hypothermia would reduce CMRO2. Cooling has been observed to reduce metabolic demand of tissue, 

thus reducing CMRO2 [13,15,64]; however thermoregulatory processes could account for compensatory 

maintenance of CMRO2 at mild-hypothermic temperatures where muscles are contracting to produce 

heat through friction (i.e., shivering), requiring additional energy [14]. The lack of reduction in CMRO2 

could indicate a need to cool further than 34°C in order to reduce metabolism and suppress inflammatory 

cascades as a means of neuroprotection [14].  

During MH-CPB, we found a decrease over time in the non-invasive optical estimates of CBF and 

CMRO2, and an increase of OEF and CBV. Increasing OEF indicates a growing imbalance between oxygen 

delivery and demand with increasing time on CPB. The lack of elevation of biomarkers of cerebral 

metabolic distress suggests that, despite growing mismatch, for the three-hour duration used in our 

experimental model, oxygen supply met demand (for longer CPB times, however, this may no longer be 

the case if the observed CBF and OEF trends persist). In addition to metabolic distress, recent work has 

highlighted the role of inflammation and reactive oxygen species generation as mechanisms of 

neurological injury during MH-CPB [12]. Thus, the reduction in CBF with corresponding increase in OEF 

may serve as a biomarker of this injury process. Of note, the observed increase in CBV over time during 

MH-CPB, despite decreasing CBF, may also be indicative of inflammation. 
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Cerebral Metabolism and Injury during Post-CPB Survival (0-24 h). An elevation in cerebral 

glycerol, a biomarker of injury, was observed in the first eight hours following MH-CPB; however, this did 

not correspond to elevation in biomarkers of metabolic distress. As discussed above, this lends support 

to an alternate, possible inflammatory, origin of injury. While this injury was observed following CPB, 

corresponding trends in cerebral physiologic parameters suggest that this injury process was initiated 

during CPB and continued for eight hours following decannulation (termed “hyper-acute” survival in our 

work). During this period, consistent with temporal trends observed during MH-CPB, OEF significantly 

increased, and CBF and CMRO2 significantly decreased over time. In the subsequent 8-24 hour “acute” 

survival period, glycerol was no longer elevated, and these cerebral physiologic trends were no longer 

present. In fact, CBF demonstrated an inflection and began to increase over time. These results suggest 

that CPB-associated injury mechanisms persisted for eight hours following MH-CPB and highlights this 

period as a critical window of neurological vulnerability. 

In a previous study applying diffuse optical quantification during CPB in neonates with severe 

congenital heart defects who underwent either normothermic or mild hypothermic (>22°C) CPB, a 

significant decrease in CBF as well as an increase in OEF and CaO2 was also seen following CPB [134]. 

However, our observations differed in that after decannulation, OEF was not significantly different from 

baseline values, although it did continue to rise during the hyper-acute period, becoming significantly 

different from baseline values by eight hours. Differences in OEF with our study may be a result of 

impaired oxygenation at baseline in clinical subjects, while our model used healthy animal subjects. The 

increase in OEF during the hyper-acute survival period and the significant elevation during the acute 

survival period are consistent with prior evidence of the timing of an inflammatory response, as it takes 

time for oxygen demand to increase [121,135]. Concurrent MAP elevation with diminished CBF during this 
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period also suggests increased intracranial pressure that may occur secondary to inflammation, 

potentially due to the heparin-protamine interaction or impaired cerebral autoregulation [136-138]. 

Microdialysis. These findings are discussed further in Appendix 6.5.1. However, as a brief summary, 

microdiaylsis measurements of metabolic distress or neurological injury did not reach currently accepted 

thresholds (LPR >40 and glycerol >30 μM) [86], thus we cannot conclude there was injury from these 

metrics.  We did see a trending increase in glycerol with increased CPB duration, which could indicate that 

if time on CPB was extended, there is a higher chance of injury.  

Pathology. The pathology findings are discussed in depth in Appendix 6.6.2. In summary, there 

was not statistical differences found in the pathology data to indicate that there was neurologic injury 

from CPB. There were trends that could indicate a return towards baseline values around 8-12 hours post, 

which further supports the optically found results.  

6.4 Limitations 

There are several assumptions made in Eq. (2.59) the calculation of CaO2 and OEF that could affect results. 

We do not have a direct measure of SaO2 or SvO2 entering or leaving the brain, instead we have assumed 

a systemic measurement of SaO2 is equivalent to the SaO2 entering brain tissue. This is most likely an 

accurate assumption during the CPB period where SaO2 is close to 100%, however, it may not be as 

accurate during the post CPB period where systemic SaO2 may be lower than what is provided directly to 

the brain. This effect would then cause the calculated OEF to be lower than its true value.  

Other study limitations include the fact that monitoring was only carried out for twenty-four hours 

post CPB, potentially missing secondary injuries that often occur later in the recovery [18,113,134]. 

Additionally, no neuroimaging was done either during or post CPB; neuroimaging has previously used as 

a marker of neurological injury [139,140].  
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Invasive cerebral venous sampling was not performed in our animal model due to bleeding risks 

associated with anticoagulation therapy.  

6.4.1 Limitations of Animal Model 

There are several limitations from using a swine model that could impact the application of results to 

neonatal patients. First, the piglet baseline temperature is slightly higher than human neonates at 38.5°C 

compared to 36.5°C [4,141]. Additionally, the oxygen binding affinity of swine hemoglobin is significantly 

lower than human hemoglobin and could account for lower oxygen saturations in tissue measured [142].  

It is also important to note that baseline hematocrit in healthy neonates is around 57% [143], and 

around 35% at the beginning of reparative cardiac surgery in neonates needing CPB [127]. For healthy 

swine, we found a hematocrit around 25%. This means that while we are increasing hematocrit during 

CPB to the same levels used in clinical procedures, we are drastically increasing our hematocrit compared 

to baseline, and thus increasing the oxygenation capacity of the blood.  

Neonatal swine models have been previously used to explore the impact of bypass on the brain 

and cardiovascular system [4,12,49,86,118]. This gives an advantage over clinical measurements previously 

performed which can have many confounding variables, especially since none of the subjects have a 

healthy baseline for comparison [134]. Furthermore, the effectiveness of deep hypothermia for reducing 

metabolic demand has been verified in swine models [12,133].  

6.5 Appendix 

6.5.1 Comparison of Microdialysis and Optical Parameters 

Previous work from our group focused on deep-hypothermic CPB, specifically, correlating optics 

parameters with microdialysis metrics of metabolic distress (LPR >40) and neurological injury (glycerol 

>30 μM) [86].  
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In animals that underwent deep-hypothermic circulatory arrest, this previous work found 

associations between elevated LPR and decreased tissue oxygen saturation (StO2 <48.2%), changes in THC 

(9% decrease from baseline), and a decrease in rCBF by 61% [86]. We apply these thresholds as a marker 

of metabolic distress in the present work. Out of the 422 LPR measurements kept, only 16 instances (4% 

of total measurements) had LPR >40; 56% of these instances had optics parameters below the thresholds 

previously reported. On average StO2 and THC remained higher than baseline throughout and CBF 

decreased by about 25%. This suggests that subjects from this cohort were not exposed to metabolic 

distress during MH-CPB, as evidenced by the absence of cases with elevated LPR.  

Additionally, we ran the analysis with similar time delays as those found in previous work from 

our lab [86]. While we did not meet the clinical threshold for injury, the data shown in Figure 6.8, was 

further support of the previous publication. This figure has a 30-minute time delay on the LPR compared 

to the averaged optical region as this is the delay found previously between injury and impact in LPR. It 

was found that there is no correlation between StO2 and the ln(LPR) while there is an inverse relationship 

between the relative THC and ln(LPR). The linear mixed effects model here is similar to that previously 

described in section 5.2, however the x variable is now the optical metric instead of time.  
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Figure 6.8 Linear mixed effects model comparing lactate pyruvate ratio with a 30-minute time delay to 

optical metrics of StO2 and rTHC while accounting for multiple measurements within the same 

subject.  

We observed 91 instances of glycerol >30 μM (20% of total microdialysis measurements), but only 

20 of these reached any of the optical thresholds (22%). Since we were rarely below the thresholds 

established to maintain anaerobic metabolism [86], this suggests that the injury detected by MD or optics 

was not due to hypoxic/ischemic injury [119]. The injury seen in this model is therefore likely caused by a 

different mechanism such as inflammation or increased tissue oxygen tension, as proposed by previous 

studies [114,119,144].  

A similar plot to that done for LPR was performed on the glycerol data, with a 60-minute time 

delay as found in the previous study from the lab [86]. These results can be seen in Figure 6.9. Our study 

was in contradiction to the trend previously found between glycerol and relative THC. This could be due 

to the increase in THC due to bypass, since the previous study defined baseline once on bypass, thus not 

seeing a significant increase in THC.  
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Figure 6.9 Linear mixed effects model comparing glycerol with a 60-minute time delay to optical metrics 

of StO2 and rTHC while accounting for multiple measurements within the same subject.  

6.5.2 Comparison of Pathology, Respirometry and ROS to Optical Parameters 

After euthanasia of the subjects, brain tissue samples were collected from the brain, allowing for 

respirometry (using the left hemisphere) and pathology analysis (using the right hemisphere). The 

protocol for respirometry measurements was carried out as described in Section 4.4. Since there is only 

data at euthanasia, each subject only contributes one data point, according to the survival group they 

were placed in. An ANOVA test was then carried out to look for differences between the two groups 

(shown in Figure 6.10). None of the metrics were found to be significantly different, thus it was 

determined that comparisons to optics metrics would not provide much additional information as there 

was no evidence of injury.  
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Figure 6.10 Boxplots of respirometry data for different survival groups. All data shown is citrate synthase 

normalized and thus has no units. An ANOVA test was performed on all three groups and no 

significant differences were found.  

Similar to the respirometry data, the pathology data was only collected at euthanasia, thus each 

subject is only one data point. Unfortunately, none of the subjects who were euthanized immediately 

after decannulation had tissue collected for pathology measurements. Thus, we had to compare to a 

slightly different cohort (n=3) that underwent a sham protocol of 30 minutes on a ventilator with all the 

same monitoring placed. While this is not a perfect comparison, it does provide an estimate of how these 

subjects were before the bypass procedure.  

Boxplots of this data including the p-value from the ANOVA test can be seen in Figure 6.11, While 

neither GFAP nor IBA were statistically different at any timepoint, there does appear to be a trend in the 

GFAP data that resolves at some point between the 12- and 18-hour timepoints. This is further support of 

the optical findings showing that injury is resolving around 8 hours post-decannulation. While the 

timeframes may not be the same, there may again be some delay in the injury seen by pathology, similar 

to that seen in the microdialysis data.  
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Figure 6.11 Boxplots of pathology data for different survival groups. The healthy group shown as time 

equal zero did not go on bypass, but instead had all the same monitoring placed and then 

remained on a ventilator for 30 minutes. An anova test was performed on both groups and no 

significant differences were found, although GFAP does seem to trend upwards until 12 hours 

post-decannulation before resolving.  

6.5.3 Sensitivity Analysis 

In order to determine the cutoff between the hyper-acute survival and acute survival, several 

different cutoff times were tried (ranging from 2 to 12 hours post CPB); this approach is similar to what 

was done previously by Ko, et. al [86]. The slope (and corresponding p-value) of both the hyper-acute and 

acute survival periods were plotted over the range of cutoff points as seen in Figure 6.12. From these, we 

were able to choose when the slope became zero, or changed sign, while maintaining a good linear fit in 

both the hyper-acute and acute periods (evaluated using p-values as R2 values were good throughout, 

≈0.8-1).  We found that 8 hours post had the lowest p-values for the hyper-acute period, while also having 
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an acute period slope close to zero. Thus, this time point was chosen as the cutoff between the two 

periods (results are shown in Figure 6.7 for OEF, THC, CBF and Glycerol).  

 

Figure 6.12 Sensitivty analysis for ΔrOEF, ΔrCBFHct, ΔrTHC and ΔrGlycerol. Each sub-figure contains the 

slope and p-value plotted against different cutoff times for both of the piece-wise functions.  
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CHAPTER 7 

7. NEW DIFFUSE OPTICS PROBE DESIGNS 

The design of the diffuse optical probe head influences our ability to effectively and accurately carry out 

measurements in a variety of clinical and pre-clinical settings. The probe head couples instrument 

optoelectronics to the subject. Broadly, a “good” probe head facilitates low loss source transmission into 

tissue and low loss and stable signal detection; additionally, the operator should be able to easily place 

and utilize the probe head, and the subject should be comfortable during the entire process. These 

constraints pose challenges for tissue monitoring, especially in scenarios where the probe must be rapidly 

placed (and made to adhere) onto the tissue surface, or where the probe needs to be readily readjusted. 

A very important example along these lines is a surface with hair.  As part of my thesis research, I 

addressed two critical gaps per our current probe designs in this context: 1) measurement repeatability 

over long duration, and 2) DCS measurements over hair-covered regions of the head.  

 I carried this work out with the help of two undergraduate students; I was their mentor. The first 

student was Giselle Matlis, who worked tirelessly on the chassis design and is submitting a paper on the 

design. The second student was April Hurlock, who spent hours taking hair probe measurements and 

trying to make the probe less painful for use. The basis of the chassis-based optical probe was modeled 

after previous probe designs from our lab as outlined in Ko et. al. [4]. 

7.1 Chassis Probe 

A chassis-based optical probe design was developed to address the need to increase the reliability and 

ease of probe attachment. This design had to account for the compatibility with the optical system, the 

interface with the patient, size, durability, and cost. Current fiber optic probes for FD-DOS/DCS in our lab 

and the community at-large range from optical fibers glued to the subject’s head to custom printed 3D 

housings [107,145-148]. Perhaps the most complex of these designs utilize whole head caps (for diffuse 

optical tomography), wherein each fiber is placed/adjusted individually [149].  
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The appeal of a chassis probe is to ensure repeatable monitoring measurements can be made 

after the probe has been removed and then quickly re-secured. This capability is beneficial in the clinical 

space where a probe may need to be removed periodically to ensure the skin under the probe is free of 

pressure marks or laser burns. While these skin checks are useful, there is a cost; it can be difficult to place 

the probe in a location identical to the original location. Another instance for which a chassis style probe 

is important is in cases that require patient/subject adjustments. For example, during some procedures it 

may be necessary to move the subject (e.g., from a prone position to a supine position). The “bulky” probe 

can often be cumbersome to manage during these maneuvers; instead, it is often removed and re-secured 

after the subject is repositioned. To quantitatively assess the reproducibility that the chassis design 

provides, DOS and DCS measurements using a conventional approach (manual placement of the probe) 

versus the chassis approach (placement guided by the pre-attached chassis) were compared in a pediatric 

swine model [150].  

 The novel chassis design consisted of a detachable, circumferential chassis that was compatible 

with the optical probe body (seen in Figure 7.1). Both the probe body and the chassis were 3D-printed 

using black resin and optimized for non-invasive diffuse optical measurements in a pre-clinical swine 

model. We focused on three main issues during the design process: 1) compatibility with the optical 

system; 2) size of probe and chassis, and 3) durability of the design. 
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Figure 7.1 Chassis probe design layouts. (a) shows a historical probe with the suture points attached to 

the probe body. (b) the chassis and probe body can now be detached. An extra detector and 

source position have been added for bDOS capabilities. (c) demonstrates how the probe body 

and the chassis snap together to form the chassis probe.  

7.1.1 Compatibility with Optical Measurements 

Since our optical measurements rely on both FD-DOS and DCS, the fibers for both techniques must be co-

located (packaged) into a single probe. This probe contained four source position fibers (2.5mm 

borosilicated bundles divided into 7 SMA and one FC, Fiberoptics Technology Inc., Pomfret, CT), and two 

detector fibers (borosilicate bundles divided into one 2mm and 8 780HP, Fiberoptic Systems, Simi Valley, 

CA); all fibers were housed in a 3D printed body (Figure 7.1). (As an aside, more recent iterations on this 

probe design also include broadband diffuse optical spectroscopy (bDOS) capabilities, which require 

incorporation of two additional fibers (one source with a 2.5 mm core and one detector with a 1 mm 
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core). The broadband measurements are not discussed in my thesis, but our lab is applying broadband for 

quantification of mitochondrial changes in complex IV (i.e., cytochrome c oxidase), carboxyhemoglobin 

and water concentrations [151,152].) 

 Optical measurements require minimization of signal contamination due to ambient light. 

Ambient light from the room, or from other components/devices placed on the head, can add background 

intensity which can affect the collected spectra and correlation functions. For example, this can introduce 

a slight offset in intensity (due to light leakage), and even detector saturation; such effects introduce 

systematic errors into the measurements [153]. Light leakage is sometimes caused by loss of contact 

between the surface of the skin and the probe; this effect is common when there is significant patient 

movement. This loss of contact also can cause some light from the source to travel “along” the surface to 

the detector, again undermining interpretation of collected data [145,153].  

To mitigate the impact of light leakage, several design strategies are employed. The probe can 

include light-blocking fiber housing (e.g., the probe body can be made of black resin/silicone). 

Additionally, a light blocking cloth can be used post-placement of the probe to attenuate ambient light. 

Another design consideration concerns contact pressure between the surface of the skin and the probe 

contact; means to maintain/insure adequate and “constant” pressure are important and can be 

implemented more (or less) quantitatively with pressure probes. This increases the measurement 

robustness to movement and improves measurement reproducibility [145,154,155].  

 In order to obtain accurate diffuse optics measurements, the source-detector separations (SDS) 

in the probe need to be precisely maintained. The SDS is the major factor that affects the spatial 

distribution of photons in the tissue, and thus sets the depth-sensitivity of the measurement. In young 

children, typical SDS are in the range 1.5 cm to 3 cm, which permits light to reach the brain (located at a 
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depth of about 0.5-1 cm below the skin surface) [49]. The largest required SDS plays a significant role in 

setting the overall size of the optical probe. 

7.1.2 Probe Size 

The second category of the design concerns overall probe size. A lower limit is set by the previously 

mentioned SDSs needed for sufficient penetration into tissue. This means that the probe needs to be at 

least 3 cm wide to permit measurements of tissues located ≈1 cm below the skin surface.  

The upper limit of the probe size is determined based on the measurable surface area on a 

subject’s forehead. For the piglet data that I collected, we were interested in monitoring the frontal cortex 

of the brain (Figure 7.3). To apply the conventional, semi-infinite photon diffusion theory for data analysis, 

the sagittal sinus should be avoided if possible because it typically has different background optical 

properties compared with those of the brain tissues of interest. Another factor to consider is the curvature 

of the head. If the probe is flexible, head curvature changes the effective SDS; if the probe is instead rigid, 

head curvature can inhibit probe contact. Thus, it is ideal to place the probe on the part of the forehead 

with the least amount of curvature [156]. With these considerations, the upper limit of the probe size, 

including the chassis, should not exceed 4.5cm x 2.5 cm.  

Ideally, the probe should be of “minimal” thickness. This helps to reduce the weight of the probe, and it 

can also reduce strain on probe attachment parts and allow for improved range of placement positions.  

The minimal height of the probe (defined in Figure 7.1) was set by the height of the 90-degree bend optical 

fibers and the prism-coupled fibers.  
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Figure 7.2 Placement of the Optical Probe. The Optical probe is placed over the left frontal cortex.  

7.1.3 Probe Durability 

The probes need to be durable. This is especially true at the suture points where the probe is attached to 

the subject. In practice, we found that these suture points were often the first point of breakage on the 

probe (seen in Figure 7.1). This is likely because the suture points on the probe were placed under constant 

mechanical strain while the probe was attached. Since these suture points were historically part of the 

probe body, this meant that once broken, the probe had to be taped or held against the surface to make 

a measurement, or, sometimes, the entire optical probe would need to be disassembled or discarded. To 

improve the durability of the optical probe, the suture points were relocated from the probe body to a 

detachable chassis. This use of the chassis to decouple the probe from the integrity of the suture points 

represents a critical advance.  

7.1.4 Probe Assembly 

The optical probe and chassis were modeled using Google Sketchup ED software, versions 2017 and 2019. 

The chassis framework was designed around the probe body, ensuring that they would fit together. It was 

determined that triangular cutouts on the chassis best accommodated the suturing techniques of the 

research personnel performing the attachment and were used for the suture points. Formlabs black resin 
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(FLGPBL04, Formlabs, Somerville, Massachusetts) was used as the 3D printed black material that absorbed 

ambient light, prevented light leakage, and was robust enough to last through the whole measurement. 

Both the probe and chassis were printed on a Formlabs 2 printer (Formlabs, Somerville, Massachusetts) 

at a 10° angle to ensure that the bottoms would print flat. After the pieces were cleaned, dried, and cured, 

they were prepared for assembly. This included sanding rough edges and ensuring optical fibers would fit 

into the housing as well as threading screw holes. The second iteration of the chassis probe (Figure 7.1 b) 

removed the step of threading screw holes using a 18-8 stainless steel hex nut (M1 x 0.25mm, 91828A003, 

McMASTER-CARR, Douglasville, Georgia) that was placed inside of the probe body, providing the threads 

for the screw. This significantly decreased assembly time and improved robustness of the probe as the 

manual made threads were more likely to be stripped and need repair compared to the stainless-steel 

nut. Once the probe body was prepared for assembly, the optical fibers were carefully placed inside and 

enclosed into the printed probe pieces. This was secured together with black liquid electrical tape 

(07315001126 LTB-400, Gardner Bender, New Berlin, Wisconsin) and screws.  

 The first iteration of the chassis (Figure 7.3a) included some additional structural features to align 

and secure the probe and chassis. These features included divots, magnets, and additional screws. The 

role of the divot was to reduce the footprint of the chassis by providing space for the screw on the probe 

while simultaneously creating an initial alignment between the probe and chassis. To further improve this 

initial alignment, two magnets were added to the front, and one to the back of the probe so that the 

probe could “snap in” to the chassis. Since the magnets were generally not strong enough to hold the 

probe indefinitely, one screw was added to each lateral wall and the front wall of the chassis. These screws 

provide translational stability by mechanically securing the probe to the chassis.  
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Figure 7.3 First iteration of the chassis probe. (a) Shows the individually 3D printed parts. (b) The 

assembled probe body without fibers. The fiber housings are clearly visible, i.e., with two 

detector bundles and four source bundles. (c) The chassis with the magnets, divot for alignment, 

and suture points for attachment. (d) Alignment of the probe and chassis. 

 The second iteration of the chassis probe had several additional advantages. The main difference 

at this iteration is that it relied on a ratchet design to secure the probe to the chassis, avoiding the need 
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for the magnets and the screws which could be difficult to insert and secure. The other major change was 

that a gap was left in the 3D printed probe body such that a nut could be inserted, negating the need to 

thread screw holes. This iteration also incorporated the additional broadband fibers for bDOS capabilities. 

 

Figure 7.4 Second iteration of chassis probe. (a) and (b) show two different view of the chassis. (c) 

Attachment of the probe and chassis with the ratchet design.  

7.1.5 Validation 

To validate the improvements in measurement reproducibility due to use of the chassis, we carried out 

and compared absolute optical measurements and the coefficient of variation of four independent 

measurements for both the manual and chassis techniques. No significant differences were observed in 

either the absolute values or the coefficient of variation between the manual and chassis measurement 
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(i.e., p>0.05), while giving it the advantage of easy repositioning. This validation study will be published 

by Giselle Matlis. Overall, this chassis design was found to produce reproducible optical measurements 

and was a more user-friendly design, making it a promising methodology for future optical probes. 

7.2 The Hair Probe 

In the US, strokes are among the top five leading causes of death [157]. Acute ischemic stroke is the most 

common type of stroke and is caused by a regional reduction in CBF, typically due to large vessel occlusion 

which damages and causes cell death in brain tissue. A reduction in CBF occurs when blood vessels in the 

brain become narrowed or blocked. Blocked or narrowed vessels are due to a buildup of fatty deposits, 

blood clots or other debris that travel through the bloodstream and get lodged in brain blood vessels. The 

middle cerebral artery (MCA) is the most common artery involved in an ischemic stroke [158]. Strokes are 

typically a heterogeneous, local brain injury (i.e., it is not a homogenous, global injury like ischemia can 

be) thus requires a localized measurement.  

Since DCS measures tissue CBF non-invasively at the bedside, it has been used to study acute 

stroke physiology and hemodynamic response in the brain. It has been used to examine the response to 

a variety of stroke interventions including thrombolysis and mechanical thrombectomy, however they are 

currently limited to stroke patients with infarcts of ischemic penumbra involving the frontal lobe cortex 

[56,159-161]. By expanding the use of DCS to hair-covered regions of the head, we would be able to 

monitor stoke physiology and hemodynamic responses in additional regions of the brain (a hypothetical 

hair probe is pictured in Figure 7.5). This is a major goal in the community. 
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Figure 7.5 Hair probe placement. The hair over the temporal region was parted such that they probe 

fibers could make direct contact with the scalp. (Figure courtesy of April Hurlock.) 

Currently, DCS and DOS measurements have been almost exclusively done in the anterior frontal 

cortex as hair and hair follicles impact light absorption elsewhere [162,163]. DOS/NIRS probes have been 

utilized over most regions of the head, since the signal-to-noise of DOS/NIRS is much larger than for DCS 

which requires small diameter, single-mode fibers. This has limited application of DCS CBF measurements 

to only about 10% of the cortex and has prevented direct localized measurement of hemodynamics at the 

injury site, thus limiting the applications in stroke studies.   

7.2.1 Compatibility with Optical Measurements 

Compatibility considerations (analogous to those discussed in 6.1.1) arise for the hair probe; the main 

difference is that we focus only on DCS. To obtain optical measurements at a brain depth of roughly 0.5-

1.25 cm below the scalp, SDSs of 1 cm and either 2.5 cm or 3 cm are used [49]. For a DCS only probe, a 

single multi-mode source fiber (1 mm diameter) was employed with two detector bundles (each consisting 

of 16 or 32 single mode fibers). The cladding on the single-mode fibers separates each fiber core by 

approximately 300 μm within the bundle. Since a single hair follicle has an average thickness of 78 μm and 

an average separation of 1.2 mm, it is unlikely that multiple hair fibers will block more than one optical 
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fiber [164,165]. The 1 mm diameter multi-mode source fiber is also large enough to not be significantly 

blocked by hair follicles. These fibers were all housed in poured black rubber.  

 The DCS instrument currently in use in our lab contains 8 detection channels, while the hair probe 

has 16 or 32 detection fibers. This meant that if a particular detection fiber had low photon counts 

(<20kHz), a different fiber could be plugged in to the detection channel in case a hair follicle was blocking 

a particular fiber. In addition, having 8 detector channels allows for improvement of the signal-to-noise 

by averaging over the 8 channels. In the future, in a 16 or 32 channel DCS instrument, we could further 

improve the signal-to-noise by using all of the detector fibers. This could be important for subjects with 

extremely dense or dark hair follicles, which would reduce photon counts below the current signal-to-

noise threshold.  

7.2.2 Patient Comfort 

The hair probe was designed to be able to get around individual hair follicles with the intention that it 

could “comb through” hair and permit placement directly onto the scalp (seen in Figure 7.5). Like a comb, 

this meant that the fiber trips must protrude slightly through the probe body to ensure contact with the 

scalp. Since pressure is needed to obtain good measurements, and without the entire probe body in 

contact with the scalp, this meant that all of the pressure was applied to the three, small probe tips, 

causing discomfort and sometimes pain to the subjects. For this to be a viable method of DCS 

measurement, the probe needs to be comfortable enough to remain on the subject for at least 5 minutes. 

Assessment of comfort was necessary to ensure usability of the probe.   

The first step to improving comfort of the optical probe was to add Teflon balls to help distribute 

the pressure over a greater surface area without impacting the ability of the probe to comb through hair 

(seen in Figure 7.6 a and b). We found that this approach did not provide adequate distribution of 

pressure, leaving marks on the subject’s head (shown in Figure 7.6 (c)); thus, rubber strips were added 
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above and below the fibers on the probe (pictured in Figure 7.6). These rubber strips had the added 

benefit of improving the stability of the probe. While a single layer of rubber strips, moderately improved 

comfort of the probe, it was determined that a second rubber strip could be added, further improving 

comfort without sacrificing signal intensity (Figure 7.6). 

 

Figure 7.6 Hair Probe Diagrams. (a) and (b) are schematics for the side and top view (respectively) of the 

first iteration hair probe. (c) Shows the pressure marks left from the first iteration of the 

subjects head. (d) and (e) are pictures of the final hair probe design, measurements from image 

(a) are similar for this image as well. (f) is the pressure marks left from the final hair probe 

design on the subject. It can be seen that the pressure is more evenly distributed from this 

probe.  

7.2.3 Fiber Selection 

As was mentioned in section 7.2.1, it was hypothesized that a particular detector fiber could be blocked 

by a single hair follicle, thus all 32 detector fibers were tested within a single placement to determine 

which fibers had the best contact with the scalp. To test this theory, intensity measurements were made 
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for all 32 fibers. Since the current DCS instrument only contains 8 detector channels, the hair probe was 

secured over the temporal region making sure to part the hair where the probe was placed. Once secured, 

data was collected for the first 8 fibers for 2 minutes, at which point the detectors were turned off and 

the next set of 8 fibers were plugged in. This was repeated until measurements were made with all 32 

fibers. To compare to the forehead region (where there were no hair follicles present), this process was 

repeated, placing the hair probe on the forehead, and measuring the average intensity of all 32 detector 

fibers.  

The median over the 32 available fibers for the forehead region was 9.1 (IQR: 7.8 - 10.1) and the 

temporal region was 2.2 (IQR: 2.0 – 2.4) and can be seen in Figure 7.7. An ANOVA test shows that the two 

groups are statistically different with a p-value <0.001, but there were no outliers in either group to signify 

that there is a hair follicle blocking an individual fiber.  This is in contrast to our hypothesis that certain 

fibers would be blocked by hair follicles while others would have better transmission from the tissue. 

Since all fibers are impacted the same, the hair follicles must be absorbing below the surface of the skin 

as well. Since the intensity is so much lower in the temporal region, we could improve the signal to noise 

by using all 32 detectors simultaneously. In order to accomplish this, a new DCS instrument, or multiple 

instruments used in tandem, will have to be assembled.  
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Figure 7.7 Boxplots of the Averaged Detected Intensity for all 32 Hair Probe Fibers for Both the Forehead 

Region and the Temporal Region.  

7.2.4 Breath Hold Study: Preliminary Data 

In order to get an accurate comparison of the traditional forehead probe and the hair probe, a breath 

hold experiment was conducted using both probes simultaneously. This required the use of two DCS 

instruments to increase the number of detector channels to 16; an individual instrument was used for 

each probe so that each probe had 8 detector channels.  

The hair probe was placed over the temporal region first as it requires additional steps to ensure 

a good measurement. First, a comb was used to part the subject’s hair over the location of the 

measurement and hair clips and/or gel were used to maintain the part. The instrument was turned on to 

ensure a signal of over 5 kHz was obtained, if not, the probe was readjusted to find a better location. Once 

the hair probe was placed, the traditional forehead probe was placed over the forehead region. Both 

probes were placed on the left side of the subject’s head. The probes were secured with an ace bandage 

with additional black cloths over the probes to prevent ambient light contaminating the signal.  

A single breath hold study consisted of a total of five breath holds. A timeline of a single breath 

hold is summarized in Figure 7.8 There is a two-minute baseline consisting of normal breathing, after 
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which the subject was asked to breathe in for three seconds and then out for three seconds before holding 

for thirty seconds (seen in Figure 7.8). After the subject was told to release the hold there was a one-

minute recovery before restarting the process. An example of the data collected from a single breath hold 

is shown in Figure 7.8.  
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Figure 7.8 Example breath-hold experiment. A traditional probe was placed over the prefrontal region 

while the hair-probe was placed over the temporal region. The data from both probes were 

collected simultaneously. (April Hurlock helped in the creation of this figure.)  

This preliminary study was completed for three subjects with different hair types yielding varying 

results. It was determined that darker, thicker hair led to a potential for increased light absorption by the 

hair and hair follicles, decreasing the measured light intensity and thus decreasing the signal-to-noise for 

the CBF measurements. Measurements of the fractional change in BFI from the breath hold can be seen 

in Figure 7.9, with 𝑓𝐵𝐹𝐼 = 𝐵𝐹𝐼ℎ𝑜𝑙𝑑/𝐵𝐹𝐼𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒.  
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Figure 7.9 fBFI changes during breath hold for different subjects. All subjects had five breath holds 

where BFI was measured over the forehead regions and the temporal region simultaneously 

with different probes (conventional on the forehead and hair probe over the temporal region). 

The fractional BFI (𝑓𝐵𝐹𝐼) was defined as the difference in the averaged last 6 seconds of the 

breath hold and the averaged last 42 seconds of the baseline period. Subject 1 had long, fine, 

light brown hair and had the most consistent measurements between the two probes. Subject 2 

had short, thick, brown hair. There was some light leakage from the source present as there was 

not adequate pressure to hold either probe on. Subject 3 had long, medium-thick, reddish-

brown hair.  

While this is still in the testing phase, great advances were made towards measurements over 

hair covered regions. We were able to develop a prototype design and improve comfort so that a 

preliminary breath hold study could be completed. We were able to observe the expected shape over 
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both the forehead region and the temporal region although the data quality was severely impacted by the 

hair type of the individual. In order to improve data quality additional fibers could be used in order to 

increase the total number of photons measured. To do this, the number of detectors available on the DCS 

instrument would need to be increased.   
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CHAPTER 8 

8. SUMMARY AND FUTURE OUTLOOK 

In the presented work, I used two diffuse optical techniques to address the clinical need for 

noninvasive, continuous cerebral monitoring of hemodynamics and metabolism during cardiopulmonary 

bypass (CPB) surgical procedures. These measurements demonstrated the potential impact diffuse optics 

to improve and individualize care within this vulnerable population of infants with congenital heart 

disease. In the future, it is my hope that non-invasive diffuse optical neuromonitoring of injury associated 

with CPB (as well as in other surgical procedures) could aid in the optimization of clinical management 

during periods of increased neurological vulnerability.  

Specifically, we characterized cerebral hemodynamic trends during and acutely after CPB. During 

CPB, we found (on average) temporal decreases in cerebral blood flow with concurrent increases in 

cerebral oxygen extraction and cerebral blood volume fraction. Microdialysis measurements of glycerol 

were further elevated during the 8-hour hyperacute phase immediately after CPB (i.e., elevated compared 

to the baseline period). In combination, these results suggest a possible inflammatory mechanism of injury 

from mild hypothermic CPB. Therefore, it may be necessary to cool lower than 34°C to reduce metabolism 

more and suppress inflammatory cascades. The post-CPB sensitivity analysis found that there was a return 

of cerebral blood flow and oxygen extraction fraction back towards baseline. This analysis was 

corroborated to some degree by the invasive marker of cell membrane damage, glycerol, which returned 

to baseline within the same timeframe. Together, the observations and analysis suggest that both the CPB 

period and the hyperacute post-CPB period (0-8 hour) are critical windows of neurological vulnerability.  

In carrying out this study, we came to appreciate that hematocrit changes during CPB can be large, 

and that the application of advanced diffuse optical approaches must properly account for these 

hematocrit (Hct) changes. Building on a theoretical model (supported by simulation) in the literature, we 

developed an analysis scheme to account for the influence of Hct variation on diffuse optical 
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measurements. Application to our measurement data led to physiological plausible CBF and CMRO2 

quantification; the traditional approach led to non-physiological CBF and CMRO2. We consider this to be 

a crucial advance in the field of diffuse optics, because there are a multitude of applications that are 

accompanied by changes in hematocrit, for example including ECMO and studies involving sickle cells, 

blood transfusions, or anemia due to blood loss. The hematocrit-corrected analysis performed permits 

more quantitative measurement of blood flow, and thus a better biomarker metric.  

In addition to the instrumentation and CPB advances described above, I addressed several 

practical needs for our optical probe designs. I worked on a chassis design which permits quick 

removal/reattachment of the probe with good reproducibility (superior to our prior probes). By 

implementing this design in clinical spaces, patient readjustments, such as lifting the probe to check the 

skin for pressure marks, will become more routine for clinicians and technicians. These improvements, in 

turn, will make diffuse optics better suited for clinical use over long time durations.  In a different vein, 

the advances I made with the hair probe took steps towards more routine diffuse optical measurements 

over hair-covered regions of the head. We were able to significantly improve the comfort of the probe to 

easily perform breath hold tests, albeit the data quality for probes placed over the temporal region were 

still worse than the prefrontal region. This remains a work in progress.  

In total, the evidence presented throughout this thesis represents one small step towards the 

inclusion of cerebral diffuse optical monitoring as a standard of care in all health care settings. There is 

still much work to be done, and I pass it off to the next generation of visionaries to carry out this goal.   
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